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Abstract
Accurately measuring small changes in aerodynamic drag over a flat surface stands at the core
of the development of technologies capable of reducing turbulent friction drag. A wind tunnel
drag measurement system was developed which improves significantly on the state of the art.
Experimental tests demonstrated that an uncertainty of less than 0.5% of CD at a 95%
confidence level was typically achieved, already at drag values below 1 N. This was replicated
in two different wind tunnels. A match with literature on riblet performance within 1% of CD
was obtained. A crucial aspect of the design is the implementation of a correction for the
pressure forces on the streamwise-facing surfaces of the test plate assembly. The flexible
architecture of the system in the present realisation makes it suitable for most wind tunnels
having a test section width of 400 mm or larger, which allows for accelerated development of
turbulent drag reduction concepts from moderate-size low-cost facilities towards flow
conditions relevant to the intended industrial application.

Keywords: aerodynamics, turbulent drag, force balance measurements, hot-wire anemometry

(Some figures may appear in colour only in the online journal)

1. Introduction

Skin friction drag from turbulent flow over flat surfaces
accounts for a significant fraction of energy expenditure in
many technology domains that contribute greatly to global
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greenhouse gas emissions, including aviation, maritime trans-
port, high-speed rail, and hydrocarbon transmission pipelines.

The clear economic and environmental impact of reducing
turbulent skin friction hasmotivated research on a large variety
of concepts for many decades. The best-known and most suc-
cessful example being shark skin-inspired riblets, for which
the potential for drag reductions of 5%–10% has been well-
established under laboratory conditions [1, 2]. Despite some
success even in a full-scale flight test by Airbus in the early
1990s with riblet foil produced by 3M [3], inherent practical
implications have prevented a commercially viable application
to date. Hence, the development of alternative drag-reducing
concepts has remained a relevant field of research.
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The highly stochastic and non-linear nature of turbulent
flow limits the ability to model drag-reducing mechanisms
with general-purpose turbulence models, as these rely on
empirical data or smooth-wall assumptions. Direct numerical
simulation (DNS) is a powerful tool for fundamental studies,
but in practice it is limited to relatively small domains, low
Reynolds numbers, and simple geometries to maintain a reas-
onable computational effort. The general validity of results is
further complicated by sensitivity to the choice of boundary
conditions and domain size [4]. Therefore, experimental test-
ing has remained a necessary tool for validating the efficacy of
new concepts. Experimental testing in a wind or water tunnel
furthermore provides the potential to test large numbers of rel-
atively large surfaces of complex geometry at high Reynolds
numbers in a relatively short time.

Numerous drag measurement techniques are available to
the experimentalist, for which excellent reviews are provided
by Winter [5] and Fernholz et al [6]. There are essentially
two approaches: local or direct drag measurements. For local
measurements, boundary layer information from hot-wire
anemometry or particle image velocimetry (PIV) can be used
to analyse momentum loss or wall-normal shifts of the logar-
ithmic layer to infer the shear force at the measurement loca-
tion [7, 8], while Preston tubes provide a local measurement
that relies on the validity of the logarithmic law-of-the-wall
[6]. Alternatively, MEMS skin friction sensors can accurately
measure the local skin friction with high spatial resolution [9].
Local measurements always carry the risk of incorrectly extra-
polating the result from the local to the global condition, i.e.
shear force versus drag. In its simplest form the measurement
of the total drag force can be achieved by connecting a force
sensor to the test specimen that is exposed to the flow.

Despite its advantages, attempts to directly measure turbu-
lent drag are plagued by uncertainties and insufficient accur-
acy. This has two main reasons. Firstly, in view of experi-
mental limitations, most development work on new concepts
for turbulent skin friction reduction is performed in low-speed
wind tunnels and water tunnels with a maximum freestream
velocity typically below 50 and 10m s−1 respectively [10, 11].
For a reasonably sized test surface this leads to small meas-
ured drag forces, typically less than a few Newtons [12–14].
Secondly, although the only force of interest is that exerted
by the tangential shear on the surface exposed to the flow,
in reality, any test specimen has a three-dimensional shape
and requires some form of physical interface between the spe-
cimen and the force sensor. This creates an opportunity for
unwanted contributions in the overall measured force, such
as those created by gravity, mechanical losses in the suspen-
sion or interface, pressure differentials on streamwise-facing
surfaces and friction on surfaces other than those exposed to
the flow. Each unwanted force component potentially adds to
the bias and random errors in the overall force measurement,
which obscures the friction drag effect under investigation.

As early-stage research into novel technologies for turbu-
lent drag reduction often starts with sub-optimal designs, the
ability to confidently measure changes in drag on the order
of 1% or less is of particular importance. The inability to do
so, in view of insufficient accuracy in the drag measurement,

has inhibited the development of several drag reduction tech-
nologies in the past. For example, Chernyshenko’s intriguing
analytical prediction of drag reduction by oblique wavy sur-
faces [16] was validated experimentally by Denison et al [12].
The result was inconclusive, lying within the 1%–2% limit
of uncertainty of the experiment. The concept later showed a
0.6% drag reduction in a first DNS study [17], reviving interest
in the topic and reiterating the need for a measurement method
suitable for studying drag effects of this small magnitude.

Similarly, significant discrepancies between measurement
systems in similar flow conditions have led to an inefficient
development path for shallow dimples as a potential means of
turbulent drag reduction, with results varying from −20% to
+1% for similar dimple geometries [11, 13, 14, 18].

In the next sections, a measurement system is presented
which has been designed with the specific purpose to swiftly
and reliably investigate concepts for the reduction of turbulent
skin friction drag with effects on the order of 0.5% or more.

2. Methodology

The objective of this study is the design and validation of a
measurement system that optimises repeatability by limiting
manual interaction and which can be installed quickly in most
wind tunnels without significant modification of the tunnel or
the drag measurement system. Setups where the test surface is
mounted flushwith thewind tunnel wall, such as the ones at the
Walter Bassett Aerodynamics Laboratory [15] or the NASA
Langley Research Facility [19], offer the clear advantage of a
minimal disturbance to the flow, but lack flexibility in available
flow conditions. A self-contained systemwas developedwhich
combines this advantage with improved flexibility, combining
the lessons learned from three preceding designs [13, 14, 20].

2.1. System architecture

The measurement system consists of three key elements: (a)
the structure that holds the test plate, sensors and actuators
(hereafter referred to as core), (b) volumetric extensions that
help define the flow condition encountered by the test plate,
and (c) the data acquisition system (DAQ) that interfaces with
the sensors, actuators and the wind tunnel. Attachment points
for extensions on all sides of the core enable various meas-
urement configurations depending on the design of the wind
tunnel and the research objective. The high-level architecture
of the core is schematically depicted in figure 1 and different
extension configurations are shown in figure 2. Unless stated
otherwise, measurements presented here used the configura-
tion shown in figure 2(a).

The core element of the system is placed on the floor of the
wind tunnel. To prevent the transmission of vibrations from
the tunnel into the system, the contact is made by twelve Shore
00-30 Sorbothane® vibration isolators which are adjustable in
height. The core has a length of 1020 mm, span of 395 mm
and height of only 30 mm to minimise the effect of a pressure
gradient on the boundary layer upstream of the test plate when
operating in a configuration with a leading edge ramp, such as
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Figure 1. High-level architecture of the core element of the measurement system and definition of the reference frame.

Figure 2. Selection of alternative system configurations.

depicted in figure 2(c). The core accepts any test plate with a
dimension of 881.3 mm × 366.3 mm × 5 mm and connects
to the DAQ via a single wiring loom through the wind tunnel
floor in the center of the system (item (h) in figure 1).

As the exposed surface of the test plate should be moun-
ted flush with the top surface of the core and should be able
to move freely, a gap must be maintained between the two. To
eliminate the effect of production variance of the test plates on
the size of this gap, a connector (item (b) in figure 1) provides a
consistent interface between the fixed core base and the freely
moving test plate. The core base and connector edge are both

produced with a CNC milling process for a precise air gap
of 0.3 mm ± 0.1 mm. The thickness of the floor of the con-
nector was minimised to just 5 mm to maximise the available
space for the test plate. However, this makes the connector sus-
ceptible to bending under the weight of heavier test plates and
therefore the majority of the flat region of the connector was
constructed from unidirectional carbon fibre reinforced poly-
mer using Dialead XN60 high-modulus fibres.

In order to accurately measure the drag on the test plate,
a sensitive force sensor is required which is unable to carry
the vertical load due to the weight of the test plate. For this
reason, the connector that holds the test plate is connected
to the core via 0.3 mm thick titanium flexures in each of
the four corners (item (e) in figure 1), with their direction
of flexibility aligned with the freestream, so as to minimise
their effect on the drag measurement. Different versions of
the ME-systeme KD40S series force sensors ((j) in figure 1)
are used, depending on the required range and accuracy. Dur-
ing all the measurements presented here, a ±2 N range unit
was installed. The small range of the force sensor presents the
risk of overloading during installation, transportation or test
plate insertion. Therefore, the sensor is automatically retrac-
ted by an electrical linear actuator after each measurement.
When the sensor is engaged for measurement, springs ensure
a firm connection between the sensor and the base of the core.
In this position, the force sensor makes contact with a pin
that extends from the bottom of the connector. The pin can be
adjusted in the streamwise direction to ensure a small but pos-
itive force reading when the sensor is engaged and there is no
flow.

With a test plate inserted in the connector, the top surfaces
of the core, the connector and the test plate form a smooth
surface to the flow. This complicates the manual removal of
the test plate. Therefore, three miniature air pistons which are
fed by compressed air are situated around the centre of the test
plate (item (g) in figure 1). Small recesses in the connector
allow the pistons to pass through to reach the test plate and
push it upward for easy removal.

Variations in pressure throughout the air gap around
the connector form a potential secondary drag force that
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Figure 3. Simplified cross-sectional drawing indicating the position
of a pressure tap in the air gap between the connector and base
element of the core.

will be registered indiscriminately by the force sensor. The
monitoring of these pressures and correcting for them is there-
fore an important aspect of the measurement system. Figure 3
shows a simplified schematic cross-section of a pressure tap
installed in the trailing edge air gap. The taps are installed in
the core mid-way (y=−5mm) the height of the gap (10 mm)
around the perimeter: seven in the leading edge gap, eight in
the trailing edge gap, and four on each of the sides (item (f) in
figure 1). The eighth tap on the trailing edge gap measures the
vertical pressure variation in the gap at z= 0.

To monitor the streamwise static pressure gradient of the
external flow, additional taps are installed on the top sur-
face at locations of the pressure taps along the long edge of
the test plate. To minimise the length of the pressure tubing,
pressure scanners were developed in-house to fit inside the
core of the system below the test plate (item (k) in figure 1).
Four scanners with up to 10 Honeywell RSC sensors each
provide temperature-compensated differential pressure data to
the DAQwith a 2 kHz sampling rate at a full-scale span accur-
acy of 0.1% and a range of ±250 Pa. Sensors with extended
range are installed in one of the scanners to measure the total
pressure from the pitot tube that is integrated in the system
(item (m) in figure 1). For all measurements presented here,
a ±1245 Pa range sensor was used. The static pressure from
the pitot tube is connected to the reference port on all pressure
sensors.

As a result of the tight tolerance on the gap between the con-
nector and the test plate, a fast drop in static pressure inside the
wind tunnel during acceleration of the freestream (e.g. during
start up of the tunnel) may result in a significant lift force on
the test plate. To prevent lifting of the test plate, strips of por-
ous aluminium in the edges of the core element on either side
of the test plate form a pressure equalisation channel (item (i)
in figure 1). In addition, the connector has six optional screw
connections with the test plate as a safety precaution. The
screw connections were not used in the measurements presen-
ted here.

Table 1. Overview of data signals.

Symbol Signal Origin Rate (Hz)

F Drag force Core 25 000
p Interior pressures Core 2000
q Dynamic pressure Core 2000
U Hot-wire voltage Core 10 000
T Temperature Core 10
RH Relative humidity Core 10
pa Atmospheric pressure DAQ 10

Knowledge of the flow conditions and specifically those
within the boundary layer over the test plate is often a valuable
extension of the force measurements. The system can provide
this information with the use of the data periscope located
downstream of the test plate. It combines a temperature and
humidity sensor (ISTHYT939), hot-wire traverse systemwith
a throw of 200 mm (item (l) in figure 1) and a pitot tube.

2.2. Data acquisition and processing

The DAQ collects and processes all signals from the core ele-
ment of the system. It is controlled from a LabVIEW® pro-
gram on a computer connected via USB, which has the option
to simultaneously interface with the wind tunnel. Besides the
custom electronics that interface with most sensors, the DAQ
houses a Dantec Dynamics MiniCTA to control the hot-wire
and a National Instruments cDAQ-9174 to read the analog sig-
nals from the force sensor andMiniCTA. Table 1 gives an over-
view of the signals output by the DAQ as well as their origins
and sampling frequencies.

The velocity and unit Reynolds number can be calcu-
lated with the help of Buck’s empirical relation for vapor
pressure [21] from the relative humidity (RH), temperature
(T), dynamic pressure (q) and absolute pressure ( pa) with
equations (1)–(5), where T0 = 273.15 K:

pυ = 0.61121× 10−3RH · exp
[
18.678−T/234.84

257.14+T

]
, (1)

ρ=
0.028964(pa− pυ)+ 0.018016pυ

8.314(T+T0)
, (2)

ν =
4.18528× 10−4 · (T+T0)

2.5

pa · (110.4+T+T0)
, (3)

V=

√
2q
ρ
, (4)

Re=
1 ·V
ν

. (5)

The unit Reynolds number (i.e. Reynolds number based on
a reference length of 1 m) is used here since a mix of con-
cepts with different characteristic length scales will be com-
pared throughout this work.
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Figure 4. Example of referencing logic. The solid square indicates
the reference CD, based on interpolation and averaging of the
reference velocity sweeps, while the arrow indicates the inferred
drag reduction.

In order to calculate the drag coefficient based on the force
measurement (CDF), the raw force signal should first be cor-
rected by the change in the measured force before and after
the velocity sweep with the wind tunnel turned off and V = 0
(∆Fnull). See equation (6), where S is the test plate surface
(0.32 m2). This change in null force is a very small effect
caused by sensor temperature sensitivity and creep, and is
applied proportionally to the measured force. To minimise its
influence, a rest period is maintained between velocity sweeps,
as discussed in more detail in section 3.1.2.

The corrected drag coefficient (CD) is found by subtracting
the pressure drag coefficient (CDp), which compensates for the
parasitic pressure drag Fp (see section 2.2.2 and equations (7)
and (8)):

CDF =
F−∆Fnull

q · S
, (6)

CDp =
−Fp
q · S

, (7)

CD = CDF +CDp . (8)

2.2.1. Referencing. To improve accuracy, all analyses are
relative to a flat reference test plate. To this end, each meas-
urement set consists of seven velocity sweeps of increasing
freestream velocity. During sweeps number 1, 3, 5 and 7 the
reference plate is installed, while the test plate of interest (the
‘target’) is installed during sweeps number 2, 4 and 6. Each
of the target plate sweeps is compared with the average of
the reference sweeps before and after it. As CD can vary with
Reynolds number, accuracy is improved by interpolating the
reference measurements at the Reynolds number of the target
measurement. Hereafter this procedure is referred to as refer-
encing, an example is shown in figure 4.

2.2.2. Interior pressure mapping. Knowledge of the pres-
sure distribution around and below the test plate and con-
nector plays a key role in the accuracy of the measurements.

Figure 5. Example of measured leading edge (x= 0 mm) and
trailing edge (x= 890 mm) gap pressures in Nm−2 at V ≈ 35 m s−1,
and the difference between the two (∆p). White circles indicate the
locations of the pressure taps.

Therefore, 15 pressure taps are installed to map the pressure
in the leading and trailing edge air gap. Two pressure taps in
the centre (z= 0) of the trailing edge gap at y=−2.5 mm and
y=−7.5 mm measure the pressure gradient in y-direction.
This gradient is superimposed on all measured positions
within the gap. An example result indicating the pressure tap
locations is shown in figure 5, displaying the typical larger
pressure readings near the edges and the (weak) effect of the
data periscope stagnation pressure off-centre at the trailing
edge. In addition, pressure taps in each of the four flexures
are used to map the pressure gradient below the connector and
applies a correction for its impact on the limited number of
streamwise-facing surfaces in this area (e.g. the holes for the
air pistons).

2.2.3. Hot-wire operation. The hot-wire is calibrated before
each boundary layer measurement with a wind tunnel velocity
sweep. When performing the calibration, the hot-wire is loc-
ated in the uppermost position, such that it is outside of the
boundary layer. Bruun’s temperature compensation method
[22] is applied to account for temperature variations between
the calibration and the measurements. To strike an effective
balance between speed and resolution, the boundary layer is
sampled at 100 y-locations, with 50 locations evenly spaced
over the lowest 25% of the boundary layer, 25 locations in the
next 25%, and 25 locations in the upper 50%.

The robust boundary layer characterisation procedure by
Rodríguez-López et al [23] is employed to address the uncer-
tainty in the wall position and to obtain the most relevant
boundary layer properties. Aminormodification to themethod
is applied in the form of a more precise expression of the rela-
tion between the Von Kármán constant κ and the integration
constant B of the logarithmic description of the boundary
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Figure 6. Load calibration result. The expected linear deviation
from the dotted line (x= y) caused by the flexures is clearly visible.

layer, originally proposed by Nagib et al [24]. The new expres-
sion is given by:

κB= 1.58086 · (e0.1663B− 1). (9)

2.3. Force calibration

The use of flexures as a support mechanism for the test plate
assembly necessitates a calibration of the force sensor signal
to the horizontal drag force, since the elasticity of the flexures
will partially resist this force. Figure 6 shows the result of the
calibration using a pulley and calibrated weights. To minim-
ize friction, the pulley has a sharp contact point with its axis
instead of a bearing. The results show a linearly increasing
deviation from the applied load caused by the resistance from
the flexures. The force sensor reaches its rated bending dis-
placement of 0.2 mm at a load of 2 N, at which the flexures
carry a (drag) load of 0.11 N, or 5.5%.

The temperature dependence of this effect is negligible for
typical wind tunnel measurements, given the Young’s modulus
variation of titanium of roughly 0.05%K−1 at 20 C, and hence
δF/δT≈ 0.003%K−1.

2.4. Test plates

Four types of test plates were used to validate themeasurement
system, as schematically depicted in figure 7. The reference
for all measurements is a 5 mm thick aluminium plate with a
flat top surface made with an industrial CNC milling process
(TP-0). The exposed top surface was wrapped with a smooth
matte black foil to eliminate potential surface texture left by
the milling process and to provide a non-reflecting surface for
future use with PIV. For optimal flatness, the plate was con-
structed from tooling plate (SALPLAN 5000) for its low level
of internal stresses, and was straightened with a roll press after
milling.

In a benchmark test for future drag reduction studies, a
duplicate of the flat plate was manufactured where the smooth
foil was replaced by 3M Scotchcal High Performance Film
with saw-tooth riblets (TP-1). The riblets have a spanwise
peak-to-peak spacing s= 120 µm and peak-to-trough height
of h= 110 µm. This foil was obtained from the same sheet
as that described by Greidanus et al [25]. A scanning electron

Figure 7. Schematic cross-sectional drawings of the used test plates.
All plates have a total thickness of 5 mm.

Figure 8. SEM picture of a sample of the tested riblet foil. Photo
taken by D.P. Sharma (DASML, Delft University of Technology).

Table 2. Summary of tested dimple pattern designs.

Name D d/D r/D Lx/D Lz/D

TP-2A 20 2.5% 0.50 2.859 1.650 [13]
TP-2B 20 2.5% 0.50 1.650 2.859 [13]
TP-2C 50 5.0% 0.84 2.608 1.506 [26]

microscope (SEM) image of the tested riblet foil is presented
in figure 8.

Non-flat surfaces are represented by an arbitrary selec-
tion of 3 test plates with spherical dimples (TP-2), manufac-
tured with the same process as the reference plate. The dimple
designs are based on those described by Tay et al [26] and
van Nesselrooij et al [13] and are defined by their diameter
(D), depth (d), edge rounding radius (r) and streamwise and
spanwise spacing of dimple centres (Lx and Lz respectively).
Table 2 summarises these parameters for the tested designs.

Lastly, as a variation to solid aluminium plates, the valida-
tions include a test plate comprising a large cavity into which
silicone rubber was cast (TP-3). This type of plate could be
used in the future to test compliant surfaces, which have shown
drag reduction potential in DNS [27] and water experiments
[28]. However, in the present context its purpose is primarily to
assess the influence of weight of the test plate. Due to the prop-
erties of the silicone, this test plate introduces an appreciably
different weight and surface texture, and has surface imperfec-
tions at the interface between the silicone and the aluminium
ridge due to some degree of shortage or excess of silicone.
The tested plate contained silicone with a high shear modulus
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(approximately 40 kPa) for which it can be assumed that no
two-way coupling with the air flow takes place in the tested
flow conditions. Hence, the friction behaviour should be the
same as for a rigid surface and any measured effects are to be
attributed to the different weight and geometric properties.

2.5. Cavity suction

Some measurement systems employed by other authors, such
as the S8Ch facility at ONERA described by Molton et al
[29], use a suction pump to equalise the pressure in the cav-
ities around and below the test plate. To test the efficacy of
this approach for limiting the effect of the pressure distribu-
tion around and below the test plate, the measurement of TP-
2A was repeated with a suction pump installed. The pump was
attached to the sealed cable outlet at the centre of the system
core element, establishing a pressure of −40 Pa in the gaps
with the tunnel switched off. This pressure level was chosen
to negate the highest pressures typically measured in the gap
(see for example figure 5).

2.6. Measurement facilities

The results presented in the following sections were obtained
from measurements with the system installed in two different
wind tunnels. This involved that the setup was disassembled
and reinstalled between thesemeasurements. Unless otherwise
stated, measurements were taken in the M-tunnel open-circuit
wind tunnel facility with a test section of 400× 400 mm, a
maximum freestream velocity of approximately 35 m s−1 and
a freestream turbulence intensity of approximately 0.7%. For
validation, the similar open-circuitW-tunnel wind tunnel facil-
ity was used with a 400× 400 mm test section, also reaching
a maximum freestream velocity of 35 m s−1 and a freestream
turbulence intensity of around 0.5%.

3. Results

An extensive number of tests were performed on the described
measurement system to assess its capability to provide accur-
ate, repeatable and reliable drag data. A summary of the drag
measurements is provided in table 3. All measurement uncer-
tainties are provided at a 95% confidence interval (CI), calcu-
lated as:

95%CI=±t0.975,n−1
σ√
n
, (10)

where σ is the standard deviation, n is the sample size, and t
is the Student’s t-distribution value that accounts for the small
sample sizes under consideration [30].

3.1. Sensitivity analysis

Prior to the first drag comparisons, a range of tests were aimed
at quantifying the sensitivity to common sources of inconsist-
encies in measurements.

Table 3. Summary of average measured drag difference with
respect to TP-0 in normal orientation at the highest measured
Reynolds number and the corresponding 95% confidence interval
(CI) of the three measurements expressed as a percentage of CD.
rev.: leading edge (LE) and trailing edge (TE) reversed. LE/TE step:
test plate raised at its leading or trailing edge respectively to form a
deliberate step for the flow.

Measurement ∆CD (%) 95% CI (%)

TP-0 −0.07 ±0.09
TP-0 (upside down) −0.83 ±0.30
TP-0 (rev.) −0.68 ±0.34
TP-0 (rev. & upside down) −1.24 ±0.23
TP-0 (LE step: 0.1 mm) 0.17 ±0.37
TP-0 (LE step: 0.2 mm) 0.74 ±0.28
TP-0 (LE step: 0.5 mm) 2.49 ±0.55
TP-0 (TE step: 0.5 mm) 2.41 ±0.64
TP-1 −3.48 ±0.59
TP-2A 1.67 ±0.21
TP-2A (Suction pump) 1.92 ±0.46
TP-2A (W-tunnel) 2.21 ±0.98
TP-2B 1.60 ±0.31
TP-2B (W-tunnel) 1.82 ±0.05
TP-2C 5.89 ±0.21
TP-2C (W-tunnel) 6.22 ±0.43
TP-3 −0.22 ±0.31
TP-3 (rev.) 0.65 ±0.58

Figure 9. Variation in the linear weight dependence slope of the
force signal for test plate weight increments at different locations
for various horizontal calibration loads that imitate a drag force.

3.1.1. Test plate weight variation. The calibration of the force
sensor described in section 2 was repeated with seven weights
in increments of 25 g placed either in the centre of the test
plate, or 100 mm in either direction on the streamwise and
spanwise axis. As expected, the force reading has a linear
dependence on the added weights caused at least in part by a
gravitational component. The slope of this linear gradient was
obtained for each case with a least squares fitting method. The
slopes were then compared to the slope in the case where the
weights were placed in the centre and no load was applied on
the calibration wheel. This resembles how each velocity sweep
is nulled prior to wind tunnel operation. Figure 9 shows that
the variations are very minor and appear to be random. For
example, for the centre load the deviation of the slope is less
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Figure 10. Force sensor creep test result. Grey area indicates the
period of 2 N load application. Horizontal dotted line shows the
0.1% full-scale creep specified by the manufacturer. Vertical dotted
line shows the preferred start of a next measurement.

than 10−5 Ng−1, meaning that for the dimpled plate, which
is 30 g heavier than the reference plate, this error would be
less than 3× 10−4 N at 2 N (0.02%). Figure 9 further shows
that the distribution of this weight variation should not have an
error larger than twice this amount.

3.1.2. Sensor creep. The force sensor calibration was fur-
ther extended to inspect the behaviour of the force signal
output for a prolonged period after exposure to a full-scale
load (2 N). The signal was continuously sampled for a 5 min
full-scale load period, followed by 30 min at no load. Apart
from pure sensor creep, this test also captures any creep-like
effects from the flexures and temperature fluctuations (which
were within one degree centigrade). The results are shown in
figure 10. The sensor has a rated full-scale creep of 0.1% and
indeed, the signal returns to the pre-load value within 2× 10−3

N in under 30 s after release of the load. However, to fur-
ther reduce the impact of the sensor creep on the measurement
quality, any subsequent measurement is programmed to start
automatically after 300 s when the unloaded signal is within
4× 10−4 N of the pre-load value.

3.1.3. System levelness. Since a perfectly levelled measure-
ment setup cannot be guaranteed, the sensitivity to inclina-
tion was investigated. With the flat reference test plate TP-0
installed, the system was levelled by adjusting the vibration-
damping feet inside the core and using a digital inclinometer
with an accuracy of 0.02 deg. It was then brought to an inclin-
ation of 0.2 degrees backward or forward by placing shims
under the front or back feet respectively. The relatively high
measurement uncertainty of this small rotation is acceptable,
since the only requirement for observing a potential sensitiv-
ity to rotation is to achieve a constant, measurable change of
angle. Dragmeasurements were taken duringmultiple velocity
sweeps with the setup in each position. The significance of this
small rotation is clearly reflected in the average forcemeasured
with the wind tunnel turned off: 0.25 N, 0.41 N and 0.62 N
for the forward-leaning, levelled and backward-leaning posi-
tion respectively. After applying the referencing procedure to

these values, the trend in the velocity sweeps collapsed, leav-
ing an uncertainty of 0.25% in∆CD at Re= 2× 106. It should
be noted that any sensitivity to inclination is not expected to
translate into artificial drag contributions, as the inclination is
unlikely to change between the measurement of the reference
plate and the test plate of interest.

3.2. Measurement repeatability

Aprimary requirement for a reliable assessment of drag effects
is having repeatable measurements. This was thoroughly scru-
tinised by testing only with the reference plate TP-0. The black
squares in figure 11 show the result of a full set of seven velo-
city sweeps where TP-0 was removed and reinstalled identic-
ally for each measurement. It is clear from the right graph of
figure 11 that all measurements lie well within 1% CD. The
average uncertainty is±0.5% for Re> 1× 106. At the highest
measured velocity, the absolute value of the measured drag
force is approximately 0.6 N on average, and the uncertainty
is ±0.09%.

It is interesting to note that in the bottom left graph of
figure 11, the pressure correction for these measurements
where the test plate is installed identically can hardly be distin-
guished (<0.1% CD), thereby also validating the repeatability
of the pressure measurements. Different behaviour is observed
when the same plate TP-0 is compared against itself in differ-
ent orientations by flipping it upside down, reversing the trail-
ing and leading edge, or both. The results of these three addi-
tional measurement sets are also included in figure 11. With
the bottom of the plate facing up, an increase in measured drag
emerges, which is compensated by a pressure correction of up
to 4%. Together this leads to a reduction of drag of 0.8% and
1.2% for the normal and reversed orientation respectively, with
an uncertainty of ±0.3% or less.

Two likely contributors to this effect are the difference in
surface roughness of the exposed aluminium bottom and the
foil-covered top, and imperfect flatness of the plate (despite
the efforts described in section 2). Surface roughness meas-
urements indicate an average roughness Ra≈ 1.5 µm for the
foil, and Ra≈ 0.5 µm for the cast aluminium surface. Both are
at least an order of magnitude smaller than the minimum vis-
cous length scale for the tested flow conditions (l+min ≈ 15 µm)
and thus no impact on the drag result should be expected [31].

It was found, however, that the depth of the cavity hold-
ing the test plate is slightly larger than 5 mm and that the test
plate TP-0 has a small convexity in the spanwise direction.
A dial gauge reveals that at the trailing and leading edge the
actual test plate surface level of TP-0 in its normal orientation
is y≈−0.2 mm in the corners and y≈ 0.0 mm at the spanwise
centre. As a consequence, the various rotations of the plate will
alter the size and distribution of the steps between the con-
nector and the test plate and thereby may explain the change
in drag as well as the change in static pressure in the nearby
gap registered by the pressure sensors.

To investigate this effect further, the same flat test plate TP-
0 was tested in its normal orientation with shims of 0.1, 0.2 and
0.5 mm placed under the leading or trailing edge. Raising the
test plate by 0.1 mm should yield a smaller step in the corners,
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Figure 11. Measurement result overview of the flat reference plate TP-0 in four orientations, by rotation of 180 degrees over the x and y
axes. The reference for each orientation is TP-0 in normal orientation. Top left: change in drag before pressure correction. Bottom left:
pressure correction only. Right: final result by combining the results shown on the left.

Figure 12. Measurement result overview of the silicone test plate TP-3 and the flat reference plate TP-0 with shims placed under the
leading edge (LE) or trailing edge (TE) to create intentional forward or backward facing steps. Top left: change in drag before pressure
correction. Bottom left: pressure correction only. Right: final result by combining the results shown on the left.

but introduces a minor step in the spanwise centre. Increas-
ing to 0.2 mm, the test plate surface will lie above the con-
nector surface with the exception of the corners. At 0.5 mm,
the plate protrudes 0.3–0.5 mm into the flow along the span of
the leading or trailing edge. The result of these measurements
is presented in figure 12.

The mirrored nature of the graphs in the left of figure 12
is striking: measured increases in drag are accompanied by
negative pressure corrections and vice versa. This is also con-
sistent with figure 11. Indeed, it is not unexpected that for
instance the stagnation on a forward-facing step at the lead-
ing edge increases the pressure in the nearby leading edge gap,
effectively pushing the connector downstream and artificially
amplifying the measured drag. After correcting for this, the

remaining increase in drag can be attributed to the drag on the
forward-facing step itself and its influence on the boundary
layer downstream.

As expected, the 0.1 mm shim at the leading edge does
not significantly influence the result, as the gap in corners
is reduced at the expense of a new step near the centre. At
0.2 mm, a marginally significant drag penalty of 0.5%–1%
with an uncertainty of±0.2%–0.6% is first obtained. With the
0.5 mm shims installed at the leading or trailing edge, the pen-
alty already grows to a Reynolds number dependent increase
of up to 3% CD, with an uncertainty of ±0.6%, in both cases.
However, the consistency of these two results (i.e. increasing
drag penalty with Reynolds number) is only achieved due to
the pressure corrections of opposite sign.
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Figure 13. Measurement result of three test plates TP-2 (A/B/C)
tested in two different wind tunnels.

Interesting to compare at this stage is the measurement res-
ult of the silicone test plate TP-3, which inevitably suffers
from some degree of surface level imperfection at the inter-
face between the silicone and the aluminium edge. Figure 12
includes the measurement result of TP-3 in its normal orient-
ation, and for a 180 degree rotation over the y-axis. Again, the
pressure corrections (shown in the bottom left of figure 12)
mirror the trend in the uncorrected measurement (shown in the
top left of figure 12), indicating the presence of a step, similar
to the measurements with the deliberate steps. At the highest
velocity, the average result is −0.2% CD for the normal ori-
entation, and 0.6% for the reversed orientation, which is com-
parable to the effect of a 0.2 mm leading edge step. Although
it must be noted that these results lie within, or very close to,
the uncertainty of the measurements (see table 3). The weight
of TP-3 is approximately one third of the reference test plate,
hence the limited magnitude of the measured drag difference
again confirms the insensitivity to weight variation.

Beyond the investigation of test plate sensitivities, the
measurement repeatability was validated by removing the
setup from the wind tunnel, and installing it in the W-tunnel
with similar flow conditions. Figure 13 shows the result of
measuring the three dimpled test plates in both wind tunnels. A
system configuration with a 450 mm long leading edge ramp,
such as shown in figure 2(c), was used for these measure-
ments due to the absence of a sufficiently large floor recess at
the second wind tunnel to allow for expelling the wind tunnel
boundary layer. Drag effects are reproduced to within 0.5%
on average in the overlapping Reynolds number regime. It
should be noted that although the wind tunnel characterist-
ics are comparable, the similarity of the boundary layers at
test plate leading edge (x= 0) in both tunnels, and thus the
expected level of drag similarity, was not determined. How-
ever, with the reference test plate TP-0 installed, the velocity
profiles obtained from the integrated traversing hot-wire loc-
ated downstream of the test plate show typical characterist-
ics for a turbulent boundary layer in both wind tunnels at a
freestream velocity of approximately 31 m s−1, with a similar

Figure 14. Comparison of the riblet test plate TP-1 with
measurements by Greidanus et al [25] and Bechert et al [2] with
similar ridge angle α.

thickness of approximately 23 and 26 mm for the M-tunnel
and W-tunnel respectively.

Applying suction to the cavity below the test plate such
that the pressures in the gap drop to −40 Pa with the wind
tunnel turned off had little effect on the measurement res-
ult. As shown in table 3, the average drag increase from TP-
2A changed by 0.25% CD, which is within the uncertainty
of these measurements. Moreover, although all pressure read-
ings were lowered by 40 Pa, the change in pressure distribu-
tionwith varying freestream velocity and locationwas affected
little. For example, at the highest freestream velocity the aver-
age difference between the pressure in the leading and trail-
ing edge gap was increased by approximately 6 Pa for TP-2A
and 7 Pa for TP-0. This was caused by a slightly strengthened
and weakened rise of gap pressure with freestream velocity for
the leading and trailing edge gap respectively. A hypothesis
for this behaviour is that with increasing freestream velocity,
the suction effect on the leading edge gap becomes more pro-
nounced due to the larger pressure differential between the
pump and the higher-pressure leading edge gap. This could
lead to an increased impingement of the flow on the vertical
face of the connector in the gap. This hypothesis could not be
confirmed with the pressure mappings, as the vertical pressure
gradient is not resolved in the leading edge gap.

3.3. Riblet validation

As riblets are the most universally acknowledged passive
method of turbulent drag reduction and are extensively char-
acterised in literature, the riblet-covered test plate TP-1 serves
here as a validation benchmark for testing the accuracy of
the relative drag measurement. Figure 14 compares the res-
ult of seven velocity sweeps with reference data from literat-
ure, with on the horizontal axis the riblet spacing in viscous
units s+ = suτ/ν. Here uτ is determined for each velocity by
applying the method by Rodríguez-López et al [23] on hot-
wire boundary layer data for three freestream velocities, see
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Figure 15. Mean velocity profiles acquired with a hot-wire at the
trailing edge of test plate TP-0 at three different freestream
velocities. Solid lines represent the best fit of the boundary layer
model by Rodríguez-López et al [23] for each profile. Reτ = uτδ/ν.

figure 15, assuming a linear relationship between U and uτ .
In agreement with results by other authors with similar riblet
designs [2, 25], a drag reduction of up to 3.5%was consistently
observed. Unfortunately, the maximum freestream velocity of
the facility was insufficient to capture the location of optimal
riblet performance for this design, which is expected to occur
around s+ = 15 [2].

4. Discussion

The overall goal of themeasurements presented here is to char-
acterise the performance of the described drag measurement
system, in particular regarding the accuracy and repeatability
of drag differences. At the highest measured freestream velo-
city of around 35 m s−1 the uncertainty is as low as 0.09%
CD when repeating measurements where the same test plate
(TP-0) is placed in the same way every time. On average, the
measurements reported in table 3 have four times less uncer-
tainty than recently reported data at a similar flow velocity in
the state-of-the-art facility at NASA Langley Research Center,
reported by Spalart et al [11].

The accuracy of the measured drag difference is further-
more demonstrated by the good agreement between the riblet
measurement results of TP-1 and the reference data from lit-
erature, even though there is a large variation in physical scale
of the riblets and diverse testing configurations used. Specific-
ally, the average of the new results deviates just 0.2% CD from
the oil channel results by Bechert et al [2], and 0.6% from the
Taylor–Couette setup results by Greidanus et al [25].

Combined, the test results thus speak for the suitability and
performance of the developed direct dragmeasurement system
for the assessment of turbulent friction drag reduction techno-
logies with effects on the order of 1% of CD. It simultaneously
demonstrates the subtleties involved in such assessments and

the risk of misguidance, which has notoriously troubled this
field of research.

For example, in measurement systems with an air gap
between the test surface and its surroundings such as the one
currently described, a correction for the pressure distribution
in this gap is clearly necessary to obtain correct results. In fact,
the current measurements show that without such a correction,
the raise of 0.5 mm at trailing edge would lead to the incorrect
conclusions that there is up to 5% drag reduction, while the
same raise at the leading edge would suggest up to 6% drag
increase. Correcting for the gap pressures distribution, both
steps are shown to increase the drag by 1%–2.5%. It is realistic
to expect that in any experiment of this type there can be local
steps on the order of a few tenths of a millimetre, which would
thus consistently affect outcomes to a significant degree.

Implementation of permeable patches near the test plate, as
used in the current setup, are therefore deemed the preferred
solution for pressure equalisation between the test section and
the cavity below the test plate. Pressure distribution mapping
can then accurately compensate for the inherent effect of pres-
sure differentials in the air gap, while serving as a surface qual-
ity indicator.

The use of suction in the cavity below the test plate in
an effort to limit the effect of the pressure distribution had
little impact on the measurement results and did not improve
the measurement quality. This can be understood by realising
that the driving forces behind them (i.e. non-zero streamwise
pressure gradient in the test section and steps at the test plate
interface) are unaffected. Besides the more obvious disadvant-
ages of added complexity, unintentional boundary layer suc-
tion and potential introduction of a source of uncertainty, this
approach also underappreciates the added value of the gap
pressure information as an indicator of surface quality.

5. Conclusions

A significant effort was made to develop and test a meas-
urement system that is capable of measuring differences in
turbulent drag on the order of a few percent in a wind tun-
nel with sufficient certainty. Scrutinising validation measure-
ments confirmed that the design meets the necessary specific-
ations. The 95% CI is typically less then 1% CD, and regularly
below 0.5% CD when Re> 2 × 106. Repeatability between
wind tunnels was within 0.5% CD on average for three test
plate designs tested in two different wind tunnels. Compar-
ing a benchmark test using riblets to measurements by leading
authors suggest an accuracy on the order of 1% CD or better.

It is worth noting that in addition to the performance and
quality of the measurement system, the modular design and
high level of automation of the system also satisfied the desire
for fast testing of concepts. Acquiring three ∆CD sweeps for
a new design was typically accomplished within two hours.
Installation and removal of the system was routinely per-
formed in under one hour, enabling particularly efficient use
of wind tunnel facilities.

With the performance of the current drag measurement
system verified and quantified, it can be employed in future
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studies to explore with improved certainty the potential for
turbulent friction reduction for the array of promising concepts
that have suffered from measurement uncertainties in the past.
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