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Machine Learning Based Method for Deciding Internal 
Value of Talent
Edurne Loyarte-López and Igor García-Olaizola

Vicomtech Foundation, Basque Research and Technology Alliance (BRTA), Donostia-San Sebastian, Spain

ABSTRACT
This paper presents a machine-learning-based method for evaluat
ing the internal value of talent in any organization and for evaluat
ing the salary criteria. The study assumes the design and 
development of a salary predictor, based on artificial intelligence 
technologies, to help determine the internal value of employees 
and guarantee internal equity in the organization. The aim of the 
study is to achieve internal equity, which is a critical element a that 
directly affects employees’ motivation. We implemented and vali
dated the method with 130 employees and more than 70 talent 
acquisition cases with a Basque technology research organization 
during the years 2021 and 2022. The proposed method is based on 
statistical data assessment and machine-learning-based regression. 
We found that while most organizations have established variables 
for job evaluation as well as salary increments for staff according to 
their contribution to the organization, only a few employ tools to 
support equitable internal compensation. This study presents 
a successful real case of artificial intelligence applications where 
machine learning techniques help managers make the most equi
table and least biased salary decisions possible, based on data.
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Introduction

In current times, knowledge-intensive organizations that base their business 
on highly qualified professionals and digital profiles need to have a highly 
productive human resources (HR) department, given the lack of talent in the 
market and high staff turnover. In this regard, these departments need to 
introduce technology into their processes and automate their organizational 
tasks to increase agility in processes such as recruitment, career development, 
performance evaluations, training, and employee compensation management 
(Sipahi and Artantaş 2022).

Artificial intelligence (AI) has aspects applicable to different disciplines and 
sectors, including HR processes (Somayya, Holmukhe, and Kumar Jaiswal  
2019), and provides tools to help in decision making. Important challenges, 
such as evaluating the value of talent in an organization and achieving internal 
equity in the salary aspect, are achievable thanks to AI and machine-learning 
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technologies. That is, crucial aspects for the organization can be addressed 
using AI approaches to help employees and the organization achieve better 
performance (Sowa and Przegalinska 2020).

Pay equity is a critical issue for organizations. This is confirmed by existing 
literature that aims to quantify and create fair tools to assess human resources. 
Given the latest European Commission legislation regarding gender equality 
(European Commission 2014, 2021), equity is a critical element that directly 
affects the motivation of the staff (Acker 2006; Ng and Sears 2017; Ugarte and 
Rubery 2021; Zhu et al. 2022). However, it is difficult to achieve equity when 
the decision-making parties do not have adequate tools to facilitate equitable 
decisions over multivariate data.

Furthermore, employee motivation and its effect on superiors may not be 
based on objective variables of performance but instead on vital or current 
needs, or even on biased comparisons between coworkers (Bobadilla and 
Gilbert 2017; Litano and Major 2016). As such, those in charge of making 
salary decisions and the organizational staff face cognitive bias and variance on 
issues related to internal equity.

This study presents a common organizational problem and proposes 
a solution that employs data science and machine learning tools. It consists 
of a methodology and a tool co-designed and validated by data scientists and 
HR practitioners (Vassilopoulou et al. 2022) to help standardize the salary 
proposal for new talent, as well as the annual salary increments of current 
employees, by analyzing existing data and using a machine learning method as 
a salary predictor to deal with multivariate information and decrease the 
human cognitive and machine bias and, thereby decreasing the discrepancies 
associated with subjective variables.

The contributions of this study are as follows: it develops a predictor that 
mitigates human clinical prediction errors using statistical prediction methods 
as identified by Kahneman and Meehl (Kahneman 2013; Meehl 2013), it 
validates determinant variables used in salaries for hundreds of employees, 
and it presents evidence of the use and consequences of AI in HR practice 
demonstrating a successful real case. Consequently, the article contributes to 
the realization of the optimistic vision of the future, where AI improves the 
efficiency and fairness of HR management (Charlwood and Guenole 2022).

Background

To mitigate the risks posed by human predictive errors (Daniel, Sibony, and 
Sunstein 2021) and machine bias (Hutchinson and Mitchell 2019), this study is 
based on existing literature on pay equity and the main data science used or 
properly prepared as well as the problem statement explained in the previous 
section.
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Salary Decision Systems

The concern of employers and employees on salary decision systems has 
been around for many years. This concern was exacerbated by pay disparities 
found in several salary studies relating to gender pay gap, which led to the 
formulation of equality laws and regulations in various countries. Most 
recent studies match pay equity with employee performance evaluation 
and focus on employee enhancement and productivity based on employee 
performance which improves their salaries (Aghdaie, Ansari, and Amini 
Filabadi 2020; Chikwariro, Bussin, and De Braine 2021; Loyarte-López 
et al. 2020; Reddy 2020). These studies do not contemplate gender issues 
in their cornerstone since their purpose is to analyze how employee perfor
mance can positively affect their salary and motivation and also what kind of 
extrinsic or intrinsic motivation impacts their performance. In the existing 
literature, there are articles that expressly study gender differences in salaries 
in certain sectors such as medicine (Kapoor et al. 2017; Mensah et al. 2020; 
Popovici et al. 2021; Wiler et al. 2021), surgery (Sanfey et al. 2017), services 
industry (Kronberg 2020), industry (Goraus, Tyrowicz, and van der Velde  
2017), physician collective (Dan et al. 2021; Hayes, Noseworthy, and 
Farrugia 2020), higher education (Taylor et al. 2020), and banking sector 
(Tianyi, Jiang, and Yuan 2020). These kinds of studies attempt to promote 
equal changes for women and, after exhaustive analysis, propose structural 
and individual solutions to achieve equality not only in terms of salary but 
also in terms of promotion.

Few studies include automation-based assessments. Most of the studies are 
based on statistical studies and human resources practices. A recent article 
discomposes the gender wage gap using a LASSO estimator (Böheim and 
Stöllinger 2021). This estimator is valid to select among a large number of 
explanatory variables in wage regressions for a decomposition of the gender 
wage gap. After reviewing existing literature, we found that studies that 
validate machine-learning tools and consider real organizations and salary 
decision-making processes are scarce.

Existing studies provide different approaches to improving pay equity. 
Although there has been more activity recently in HR Management (HRM) 
through technological tools, this study contributes to the literature by provid
ing a data science approach to developing a salary assessment methodology to 
validate salary determinants or factors. Moreover, the theories put forward by 
Meehl (2013) and Kahneman (2013) are a qualitative leap both in literature 
and organizational practice. As Meehl (2013) demonstrated in his analysis of 
clinical decision making, mechanical prediction achieved through decision 
rules that determine the valid criteria for decision making tends to be more 
accurate than the expert judgment of clinicians. Likewise, in his Nobel prize- 
winning research, Kahneman (year) demonstrated with his studies that human 
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beings are prone to big prediction errors that can be overcome by using 
algorithmic approaches.

Bias in HR Algorithms

Concern exists around the impact of AI in the field of HRM. Both positive 
and negative visions of the future are likely to coexist (Charlwood and 
Guenole 2022). Studies to prevent negative influences of AI in HR practices 
exist, such as Vassilopoulou et al. (2022). They examine more than 10,000 
manuscripts on HRM, inequality, bias, diversity, discrimination, and algo
rithm keywords. Finally, after an exhaustive search, 60 papers focusing on AI 
bias in HR practices as the cornerstone theme were selected for this study. 
They conclude that there are five ways through which HR algorithms can 
influence inequalities in organizations: programmed for bias, proxies, algo
rithmic specification of fit, segregation for individuals, and technical design. 
To mitigate these biases, they also develop a bias proofing methodology for 
algorithmic hygiene for HR professionals to reinforce and consolidate HR 
practices.

According to positive vision, AI (Data Science and Machine Learning) can 
help create methods and tools that complement human reasoning and 
improve decision-making in various fields. The management field is in dire 
need of these technologies because decisions made by managers are mostly 
complex and multidimensional, affecting the efficiency and efficacy of the 
organization, as well as its work environment. Current data science methodol
ogies (Martinez, Viles, and Olaizola 2021) can help managers select the 
appropriate criteria and implement good-performing machine-learning tools 
to improve internal equity and transparency (Viroonluecha and Kaewkiriya  
2018).

AI has started transforming the world of work (Heath 2019; Sipahi and 
Artantaş 2022; Spencer 2017) and it is going to affect it. It can dramatically 
affect positively in terms of efficiency and fairness or can provoke unfore
seen or negative consequences when it is finally implemented and used.

This study contributes to the literature in terms of exploring a method 
designed to mitigate conscious and unconscious biases (both human and 
machine biases) in the decision-making process and validation with actual 
results in a research technology organization. A technological tool (a salary 
predictor) co-designed by data scientists and HR Managers was developed. 
According to the contribution of practitioners, this study represents 
a successful real case of AI, where machine-learning techniques help managers 
make the most equitable and least biased salary decisions possible, based on 
real data and facts.

The predictor is used to negotiate salaries with new talent acquisitions and 
as a basis to decide salary increases.
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Validating Organization

Data validation is executed on a research technology organization located in the 
Basque Country of Spain. Its main business activity is R&D aimed at enhancing 
the innovative performance of industry and society. The organization is 
a nonprofit foundation with different research outputs, ranging from basic 
research to experimental prototype development (technology readiness levels 
3–7).

Research Methodology

The exploration carried out in this study consists of a contextual analysis 
(Fantaw et al. 2020). In this case, the incidence of each variable mentioned in 
Figure 1 in the final result (salary) of each researcher is analyzed. This analysis 
makes the salary predictor much more precise than the classic job evaluation 
methodology because its talent is quoted.

The methodological ranking applied and the flow of steps are the follows:

● Data collection
● Validation method
● Salary predictor design requirements
● Prediction model: training process
● Salary policy assessment
● Results

Data Collection

The personnel of the organization are researchers, 40% of them hold doctoral 
degrees, working in a variety of technology domains. This research technology 
organization increased its employees by 75.43% in the last 5 years, including 

Figure 1. Salary determinant variables at the validating organization.
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the departure of 86 employees (see Table 1). In this sense, the staff movement 
and salary reviews are very high and require a considerable amount of time.

The performance-measurement variables for researchers are based on 
objective criteria such as scientific publications, projects managed, patents 
achieved, and degrees (see Figure 1) (Loyarte-López et al. 2020, 2020). 
Consequently, the validation and examples developed in this study are based 
on this organization. However, this method is replicable in other types of 
organizations with different variables and criteria and HRM data-driven 
culture (Lin et al. 2022).

There are four researcher categories according to “seniority:” principal 
researcher, senior researcher, staff researcher, and junior researcher.” Each 
category has its minimum requirements and promotion merits. These vari
ables are included in Figure 1. In conclusion, salary determinant variables and 
the variables which influence the performance evaluation and the career 
development of each researcher have a full match and coherence as they are 
the same variables.

The data was collected in January 2021. At that moment the organization 
had 131 researchers: 5 principal researchers, 23 senior researchers, 46 staff 
researchers, and 56 junior researchers. Of these 131 researchers, 76 had 
assessment data available because their performance was evaluated in the 
previous year (these 76 researchers constituted the sample used as the training 
dataset. The data collected was enough for the research, given that all the 
researchers were distributed in four different categories with the same para
meters. They are all very similar.

Data processing was carried out through the KNIME program. While most 
machine learning tools require programming skills, some tools such as 
KNIME (Berthold et al. 2006) allow users to visually prepare (ETL Extract, 
Load Transform), train, validate and plot machine learning models and pre
diction results. Therefore, the methods described in this paper were imple
mented on KNIME (see Figure 2).

Method

The proposed method is structured in two main phases (Figure 3). The first one 
consists of the assessment of data. Salary information is analyzed to assess that 
value and equity criteria established by the organization are reflected in data. 
There are several statistical and machine-learning tests that are used to validate 
whether the criteria of the organization are reflected in the data. Basic statistical 

Table 1. Employee turnover and increase during 5 years.
Date Total employees Departures Staff increase

01/01/2017 114 86 75.43%
31/12/2021 200
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Figure 2. KNIME user interface.

Figure 3. Validation method.
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measurements such as mean/variance and median or Student’s-t test are hard to 
apply as multiple input variable values are different for targeted groups such as 
gender, nationality, or department. However, visual analytics techniques together 
with dimensionality-reduction techniques can help observe coherence in data and 
identify exceptions or anomalies as outliers. Moreover, machine-learning meth
ods can be used to validate or refute hypotheses (e.g. gender bias hypothesis).

Once data quality and coherence (against bad policies and biases) are ensured 
by preprocessing and evaluating input data, we apply a method endowed by 
a machine-learning-based predictor for the process of hiring talent in any orga
nization (Figure 4). Personnel suitable for the position are selected based on the 
variables used for performance evaluation, and the talent criteria used to verify 
these variables. The objective analysis is combined with subjective information 
obtained during the interview. At this point, subjective and negotiable variables 
are considered. At this point, a regressor is introduced to obtain a reference value 
free of any human bias that is used as the baseline for the final decision. This way, 
the machine-learning-based regressor acts as a decision support system.

Moreover, the same method can be used for salary assessment by using the 
predictor to identify the coherence inherent in the salary-related data and fix 
potential deviations.

Salary Predictor Design Requirements

The current plethora of prediction methods require clear design criteria and 
method that help the mitigation of human and machine bias. The most 

JOB VALUATION 
VARIABLES

CV INFORMATION

SELECTION 
PROCESS 

INTERVIEW

SALARY 
PREDICTOR

NEW?

YES

NO
CV VALUATION

PERFORMANCE 
EVALUATION

Predictor training

PERFORMANCE
EVALUATION

SALARY 
PREDICTOR

DECISION 
MAKING
BODIES 

TALENT PRICE

Gross salary

Predictor training

Figure 4. Employee salary decision framework.
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suitable criteria must be selected for these employees (researchers). As the 
prediction target in our case is a numeric value (salary), we selected those 
oriented to regression tasks. Furthermore, as input data can include numerical 
and categorical data and the training dataset does not contain a big number of 
samples (around 130 samples), the selected methods must converge rapidly. In 
our case, the dataset is composed of 11 variables and k-fold 10 cross-validation 
is used to validate that the prediction model converges to an accurate bias- 
variance balance.

Regarding the bias/variance tradeoff (Belkin et al. 2019), in this case, low 
variance is a more relevant aspect as the target (salary) should not show high 
sensitivity to small fluctuations in input data.

The predictor should be co-designed and co-created by HR practitioners 
and data scientists to achieve effectiveness based on the two approaches and 
combine a successful combination of both types of knowledge with the aim of 
safeguarding ethical values regarding the importance of human dignity and 
justice (Raisch and Krakowski 2021; van den Broek, Sergeeva, and Huysman 
Vrije 2021). In this process, the assessment of the predictor is also very 
relevant to determine whether historical data contains any biases.

According to Vassilopoulou et al. (2022), bias proofing for algorithmic 
hygiene for HR professionals should be also done to ensure compliance with 
the laws and social justice requirements and to achieve a machine-bias-free 
predictor. Our predictor should comply with the AI Act of the European 
Parliament (European Parliament and the Council 2021).

The last requirement is that, to understand the influence of each factor and 
to assess the fairness of the model, the method used should be interpretable. 
This is especially relevant to provide valuable information about how each 
individual case should improve and check the behavior of the model. We 
could verify whether the variables identified by the model as the most relevant 
are the ones that the organization wants to foster.

Prediction Model

Different regression models were tested, including linear regression, ridge 
regression, Lasso regression, SVM, gradient boosting, random forest, neural 
networks, Bayesian ridge, Ada boost, and KNN. In the case of the recruitment 
dataset, random forest (RF) (Breiman, 2001) is the only model that has 
consistently provided a mean absolute percentage error below 4% (Table 3) 
after performing random K-fold 10 cross-validation experiments, while 
annual salary review dataset is better predicted using gradient boosting regres
sor (GBR) (Friedman 2001).

All the requirements established in the previous section and the good 
performance scores led us to select RF as the regression method for recruit
ment and GBR for salary review. Both methods offer relatively good 
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explainability (Figure 5 shows the variable importance according to predic
tors), tend to keep low variance and can compute different input data types 
(numeric and categorical). However, it is important to heed that a similar 
systematic comparative regression method benchmark should be applied to 
any new dataset.

Training Process
We used the salary database of the organization to build two predictors: one to 
calculate the employee salary in the recruitment process and the other to 
calculate annual salary increases, considering performance evaluations from 
recent years (three periods, for instance). We used the variables included in the 
performance measurement system designed and developed by the research 
technology organization.

The accuracy results of the two models (annual salary review where the 
performance index is calculated based on internal KPIs and recruitment 
dataset, where the performance index cannot be obtained and therefore is 
removed from the training) are shown in Table 2, and training performance 
statistical data is presented in Table 3.

The training dataset can be improved by increasing the internal coherence 
of data. In this sense, outliers and samples that are inconsistent with the 
internal policies must be removed. This task was performed during the 

Figure 5. t-SNE dimensionality reduction.
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assessment process. Moreover, feature space can be enriched by creating 
synthetic data according to the rules and criteria of the organization.

Salary Policy Assessment

The goal of the salary assessment process is to ensure that salary decisions are 
taken based on general policies that promote the goals of the organization 
(fairness, equity, performance, etc.) To mitigate human bias, we propose the 
use of machine-learning methods that extend the more classical statistical 
methods (A/B tests, Student T test, null hypothesis, etc). Our proposed 
approach includes three main strategies:

● Visual analysis by dimensionality-reduction techniques
● Explainability analysis of the prediction model
● Hypothesis testing by changing the input variables of the prediction 

model

Visual Analysis by Dimensionality Reduction
Visual cluster analysis can show how data are spread in feature space. We 
experimented using t-SNE method (Van Der Maaten and Hinton 2008) on our 
dataset and found a continuous path where categories and salaries evolve. 
Other features such as sex, origin, and department were randomly distributed. 
Figure 4 shows some examples of t-SNE representations where different 
criteria are shown as color codes to verify if clusters or patterns apply.

As observed in Figure 5, while salary and category follow a clear pattern 
where even clusters can be visually distinguished, other aspects such as 
department or country of origin are randomly distributed. In other words, 
each cluster is represented by one color, and therefore, it can be visualized how 
salary and category follow a color order and departments and country are 
fuzzy.

Table 2. Training and assessment variables.
Salary Policy Training Salary Policy Assessment

Contract Education (PhD., Master, Degree, etc.) Experience Country of origin

Category Publications Patents Reduction of working hours
Seniority PhD supervised Projects Department
Performance Index 

(Scores)
Management responsibilities Gender

Table 3. Training Performance.
Dataset Samples R2 Mean absolute percentage error Percentage error variance

Recruitment 138 0.91 0.0375 0.003
Annual Salary Review 76 0.9 0.0496 0.004
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Explainability
Even if models such as random forest can provide variable importance inher
ent to the model used, other explainable methods such as SHAP provide 
a deeper insight regarding the way these variables influence prediction. 
Figure 6 shows the SHAP values where Projects and Publications appear as 
the main factors for salary reviews. Even if the impact of Category is also 
relevant, this variable has a strong dependence on Education and Performance 
Scores. In the case of the recruitment dataset, PhD is a highly discriminant 
variable, and then Experience, Publications, and Projects show a similar impact. 
As with the salary reviews dataset, Category reflects a direct strong effect in 
salary but depends on the rest of the variables. Aspects such as Country of 
Origin, Gender or Department are below the threshold. Performance index 
scores have less relevance because they have been conditioned by the variables 
that already show a big influence in the final prediction.

Hypothesis Testing
Finally, we propose the use of hypothesis testing as the third assessment 
method. In this case, the salary is used as input data and variables such as 
gender, department, or country of origin (which are supposed to be unrelated to 
salary-related decisions) are transformed into the target of the prediction 
method. If the accuracy of the predictor is not clearly better than the random 
baseline, it can be assumed that this feature is not relevant to salary-related 
decisions.

Figure 6. SHAP variable importance for random forest (New recruitments) and gradient boosting 
regressor (salary review). Variables with no significant relevance have been omitted.
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In both the recruitment and salary review datasets, gender class is strongly 
unbalanced toward men with the consequent risk of bias. The behavior of 
tested classifiers in both cases tends to lean toward the majority class. The 
application of dataset balancing methods (upscaling, downscaling, SMOTE, 
etc.) can mitigate this effect. Upscaling was used in this case. As predictors are 
not able to predict women in the datasets (precision is below 0.5 in the salary 
review dataset and 0.67 in the recruitment dataset while a random predictor 
should have 0.5 of baseline accuracy). Similarly, a department predictor has 
given an accuracy of 0.227 (recruitment) and 0.33 (salary review) while the 
random baseline would be 0.143.

If the same approach is applied with a variable that has been identified as 
relevant (e.g., category) accuracy rises to 0.882 (salary review dataset) and 0.93 
(recruitment dataset) while the random baseline would be 0.25 (4 categories), 
showing that all these results are consistent with the variable relevance 
information.

Results

The main result is that the salary predictor worked. The three salary assess
ment strategies show that the predictor is sensitive to the salary determinant 
variables indicated in Figure 1. If one mentioned variable changes, it affects 
salary. HR practitioners of the organization carry out double checks to verify 
that the results acquired by the predictor are correct (guarantee internal 
equity).

Discussion

The salary predictor developed through data science explained in this paper 
was used as a tool that provides a salary reference in 130 employee cases, 70 
acquisitions in 2021, and other 200 cases of salary increases in 2022. Even if the 
dataset size might seem quite limited, the created feature space satisfies the 
needs of the employed methods for prediction and assessment in terms of 
predictability, consistency, and explainability. In this section, we structured 
the reporting of the empirical results from a statistical, theoretical, and prac
tical perspective.

Statistically, the following findings have been obtained during the process:

● Consistency in 70 talent acquisition processes: We found that salary 
estimates by the tool are appropriate not only to offer a salary and start 
a negotiation but also to know the rank where the organization can move 
in each negotiation. The data provided by the predictor is scrutinized by 
managers to assess whether the salary information is consistent with that 
of similar profiles.
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● Consistency in salary review/assessment in 130 cases: We analyzed all 
cases to visualize salary and merits. This analysis has made it possible to 
carry out an individualized study of all the cases and make decisions to fix 
those cases in which a deviation was identified by the assessment process 
(deviations are identified as outliers in the dimensionality reduction visual 
representation and tend to have the highest errors when compared with 
the random forest regressor predictions.

Theoretically, this research contributes to the following:

● The predictor can mitigate conscious and unconscious bias as it is based 
on objective data. Consequently, the resulting salary is more acceptable at 
the first instance to the employee than it is when determinant variables are 
subjective.

● This methodology is valid not only to mitigate the gender gap but also to 
mitigate other diversity gap factors (including internal variables such as 
different departments).

● As Charlwood and Guenole (2002) conclude in their study, misconcep
tions about AI also exist. There are typical objections like “HR data is bad 
data,”“AI reproduces discriminatory behaviors produced by human 
biases,” or “AI are only functionally black boxes” that they are not real 
in the case explained in this article. HR data is good data because it is 
objective-based data, not based on opinions or subjective judgments, and 
in this case, an assessment has been implemented not to reproduce any 
previous mistake (every outlier was exhaustively studied).

● This is a real AI case, not a hypothetical scenario.

Finally, practically, the main lessons learned are the following:

● It is very important to develop key determinant factors or variables for 
salaries in an organization, and they need to be transparent and acceptable 
for employees. Employees can compare with each other and therefore, 
organizations must focus their comparison in terms of key determinants 
variables. The predictor works properly in terms of consistency between 
factors “results per employee” and “salary amount.”

● A data-driven HRM culture is crucial for the organization to start work
ing on AI in HR field and to achieve acceptance by employees.

● Employees are more than a number of achievements and indicators, as it 
could happen that some intangible assets or variables are ignored by the 
predictor. Consequently, the predictor should be a tool to help in decision 
making rather than making decisions by itself. The predictor should be 
reviewed every year to evaluate whether it is working properly and to 
improve it (preventive maintenance).
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● Predictor designers and creation teams are crucial to achieving 
a successful tool. Their knowledge, collaboration, and good understand
ing as well as their commitment to developing a fair predictor are very 
important.

There are some limitations in the research validation of this study:

● It has been validated through casuistry by employees of an organization 
with previous literature in the objective standardization of the profes
sional career and performance of its researchers. Its generalization to 
other organizations or companies might require adaptations in the vari
able selection and assessment process.

● This study could offer a more exhaustive state-of-the-art prediction 
model, but it has been focused on practical and replicable work. The 
aim of this article is to encourage and help other organizations to develop 
salary predictors to comply not only with current laws but also with the 
commitment to internal equity. Moreover, it contributes a new solution to 
frequently studied salary audit gaps and bias to the scientific community.

We consider that our methodology can be successfully extended to other 
organizations. The presented method can lead organizations to more objective 
decision making and higher accomplishments of established salary policies. 
This method might be especially useful when efforts and merits are difficult to 
measure, as is the case of R&D organizations and in medium-large organiza
tions when salary decision-makers cannot know the performance of each 
employee.

For future work, we intend to review salary determinants to include other 
specific items to improve the model and test the acceptance of the model in 
other organizations. AI is a reality and therefore, thinking of how AI could 
improve our work is the first step toward working on emerging problems 
where AI could bring different skills, such as scientists and practitioners, to 
work together for mutual benefit.

Conclusion

This study demonstrates how to develop a method based on artificial intelli
gence for deciding the internal value of talent in an organization and for 
evaluating the salary criteria. The presented method helps to minimize the 
subjectivity of decision-making bodies and ensures consistency in internal 
equity throughout the organization and over time, improves objectiveness and 
fairness of organizations in talent management.

As Thomas Aquinas stated, “There will be the same equality between 
persons and between things in such a way that, as things are related to one 
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another, so are persons. If they are not equal they will not have equal 
shares, and from this source quarrels and complaints will arise, when either 
persons who are equal do not receive equal shares in distribution, or 
persons who are not equal do receive equal shares.” (Thomas 1993). This 
study contributes to making decisions that determine the salary of employ
ees based on their merits and abilities, as well as on the organizational 
requirements.

To sum up, the method and therefore the predictor must be faithful to the 
variables and politics to which it responds, meanwhile, decision-making 
bodies should respect the results of the predictor that responds to the designed 
system. When technology and humans follow the frameworks and systems 
designed and implemented, subjectivity is mitigated and effectiveness and 
productivity increase.
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