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Abstract

®
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In the exploration of polar regions, navigation is one of the most important issues to be resolved.
To avoid the limitations of a single navigation coordinate frame, navigation systems usually use
different navigation coordinate frames in polar and nonpolar regions, such as the north-oriented
geographic frame and the grid frame. However, the error states and covariance matrix are
related to the definition of the navigation coordinate frame, since coordinate frame conversion
will cause overshoot of the integrated navigation Kalman filter and error discontinuity. To solve

this problem, the transformation relationship of error states defined in different frames is
deduced, whereby the covariance matrix transformation relationship is also analyzed. On this
basis, covariance transformation-based open-loop and closed-loop Kalman filter integrated
navigation algorithms are proposed. The effectiveness of the algorithms is verified by flight tests
with a rotational strapdown inertial navigation system/global navigation satellite system

integrated navigation system.

Keywords: covariance matrix transformation, integrated navigation, polar region,

coordinate frame conversion

(Some figures may appear in color only in the online journal)

1. Introduction

With global warming and the progress of technology, the
economic, political and security relations between the polar
regions and countries in the rest of the world are becom-
ing increasingly close. Exploration of the polar regions is
an interest of many countries [1]. Firstly, the polar regions

* Author to whom any correspondence should be addressed.
Original content from this work may be used under the terms
BV of the Creative Commons Attribution 4.0 licence. Any fur-

ther distribution of this work must maintain attribution to the author(s) and the
title of the work, journal citation and DOIL.

1361-6501/22/065101+13$33.00  Printed in the UK

are rich in oil, natural gas, fresh water resources and bio-
logical resources, which have broad prospects for utiliza-
tion. Secondly, the polar regions have important transport-
ation value. If aviation flights adopt the great circle route
that crosses the polar regions, the flight time can be greatly
reduced, saving fuel. Besides, as the ice layer melts, new
sea lanes may appear in the polar regions which will be of
great value to shipping. Finally, the polar regions have a spe-
cial geographical location. The sum of the distances between
the north pole and other regions in the Northern Hemisphere
is the shortest, which has unique military value. In addi-
tion, the ice in the polar regions can provide a concealed
place for strategic nuclear submarines, making discovery more
difficult.

© 2022 The Author(s). Published by IOP Publishing Ltd
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When conducting scientific investigations in the polar
regions, the first problem to be solved is navigation. Due to
the multipath effect and the existence of the ionosphere, tra-
ditional global navigation satellite system (GNSS) position-
ing is more or less limited [2]. Inertial navigation with high
autonomy and low external interference has become the first
choice for solving positioning and navigation problems in
polar regions [3]. However, inertial navigation has accumu-
lated errors. In order to suppress error accumulation, inertial
navigation is usually aided by other navigational systems, such
as the GNSS, odometers and Doppler Velocity Logs [4-7]. The
above mentioned multisensor navigation system is generally
called the inertial navigation-based integrated navigation sys-
tem, and is the preferred choice in polar region navigation.

Compared with nonpolar region navigation, polar naviga-
tion facestwo important issues, namely the physical singular-
ities [8]. One is the collinearity between the gravity vector
and the earth rotation vector at the pole, which has a neg-
ative impact on the alignment accuracy of inertial naviga-
tion systems. Some technologies have addressed this problem,
such as rotation modulation-based multiposition alignment,
dynamic base alignment and multisensor assistance alignment
[9-11]. This problem has been well solved to some extent. The
other is the rapid convergence of the meridians as the latit-
ude increases, which makes the local-level geographic frame
lose efficacy in the polar region. Namely, the traditional north-
oriented heading reference loses its meaning. In order to solve
this problem and find a new heading reference, the earth-
centered earth-fixed (ECEF) frame [12, 13], wander frame,
transversal frame [14] and grid frame [15, 16] are often used
in the polar region. However, the above mentioned navigation
coordinate frames also have their respective limitations. The
ECEF frame can be used for continuous worldwide naviga-
tion. But its height channel is coupled with three rectangular
coordinates, which causes positional errors to diverge rapidly
and brings difficulties for damping filtering. Therefore, ECEF
coordinate system navigation relies on external observation
for correction, which is not conducive to the stability and
autonomy of polar navigation. In addition, the heading refer-
ence definition of the ECEF frame is unintuitive. In fact, all the
nonlocal-level navigation coordinate frames have the above
mentioned limitations. The wander frame can realize global
navigation, but it has the problem of wander angle failure at
the poles. The transversal frame and grid frame are suitable for
polar navigation, but they have singularities near the equator.
In general, they cannot accomplish global navigation individu-
ally. Currently, the navigation systems usually use different
navigation coordinate frames in polar and nonpolar regions
to achieve global navigation, such as the north-oriented geo-
graphic frame in nonpolar regions and the transversal frame
or the grid frame in the polar region [16]. In other words,
the navigation coordinate frame should be converted from the
north-oriented geographic frame to the transversal frame or
grid frame when the carrier enters the polar region. On the
contrary, the navigation coordinate frame should be conver-
ted from the transversal frame or grid frame to the north-
oriented geographic frame when the carrier leaves the polar
region.

For Kalman filter-based integrated navigation systems,
because the error states and covariance matrix are related to
the definition of the navigation coordinate frame, conversion
of the navigation coordinate frame will introduce additional
errors to the filter state estimation. For example, the Kalman
filter state estimation will appear overshot and discontinuous
[8]. In its essence, the Kalman filter error state is defined in
a certain coordinate frame, and it will change along with the
process of navigation coordinate frame switching. Accord-
ingly, the covariance matrix of the Kalman filter state will also
change at the same time. If the covariance matrix, especially its
nondiagonal elements, is not transformed to the proper frame,
the filter state overshoot and error discontinuity will appear.
Although some previous studies have paid attention to this
issue, for example with unified all-earth navigation mechaniz-
ation [8] and the indirect polar navigation method [17, 18], the
current methods do not fundamentally solve the filter consist-
ency problem caused by navigation coordinate frame conver-
sion. The above facts present new challenges to the Kalman
filter-based integrated navigation algorithm and the Kalman
filter-based damping algorithm.

In order to solve this key problem, this paper proposes an
all-earth integrated navigation algorithm based on covariance
transformation. The proposed method is implemented in the
form of an open-loop Kalman filter and a closed-loop Kalman
filter, respectively. The paper is organized as follows. Firstly,
we derive and establish the transformation relationship of the
error state and its covariance matrix between the local-level
geographic frame and the grid frame. Secondly, we design
an integrated navigation filter with a stable filter state while
the coordinate frame switches. Thirdly, we verify the effect-
iveness of the proposed method by flight tests with the air-
borne single-axis rotational strapdown inertial navigation sys-
tem (RSINS)/GNSS integrated navigation system. Compared
with previous work, the main contributions of this paper are
as follows:

(a) The transformation relationship of the error state and its
covariance matrix defined in different frames is deduced,
whereby an all-earth integrated navigation algorithm is
proposed. The proposed methodology is also applicable to
other coordinate frame conversions, such as the transversal
frame and the north-oriented geographic frame.

(b) The Kalman filter-based integrated navigation algorithm is
implemented in the form of an open loop and a closed loop,
respectively. Two forms of filter are suitable for different
scenarios.

(c) With a little software adjustment, the proposed method is
conducive to the existing airborne SINS upgrade.

2. Grid frame-based polar navigation
mechanization

2.1. Grid mechanization

The definition of the grid reference coordinate frame is shown
in figure 1. The grid plane is parallel to the Greenwich
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Figure 1. Grid reference frame.

meridian, and its intersection with the tangent plane at the pos-

ition of the aircraft is the grid north. The angle between geo-

graphic north and grid north is the grid angle, which is clock-

wise as positive. The up direction of the grid frame is the same

as that of the local-level geographic frame, and forms an ortho-

gonal right-handed frame with the grid east and grid north.
The grid angle o is expressed as [8]

. sinLsin A
sine= —————
V1 — cos2Lsin’\
A
coso = cos @)

V11— cos?Lsin?\

The direction cosine matrix CeG between the G-frame and
the e-frame (earth frame) is
cé=cocr (2)

where n refers to the local-level geographic frame. C’, and Cf
are expressed as

—sin A CcOoS A 0

C) = | —sinLcosA —sinLsin\ cosL

cosLcos A cosLsin\  sinL
[ cosoc —sinog 0
C’=| sinc cosc O
0 0 1

The update equations of the attitude, velocity and position

in the grid frame are expressed as

e,
C, =Cy [whx] — [wix]Cy

79 = CPft — (2wl +wS;) x v¥ + ¢

3

“

Cl =—[wix]CY 5)
h=vy (6)
where
G G G G G
wiG = wie + weG = Ce wt?e =+ weG
-1 17
. T R,
—wjesinocosL s ) G
w? Wije COSO COSL wl. = i —l [ 'E ]
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and R, is the radius of curvature of the grid east, R, is the radius
of curvature of the grid north and 7 is the distorted radius.

The location update is implemented by updating the pos-
ition matrix Cec. The location information, for example the
geographical coordinates or the rectangular coordinates, can
be easily obtained through the elements of Cf.

2.2. Dynamic model of the grid SINS

The mechanization of grid SINS is formulated in section 2.1.
In order to design the Kalman filter-based integrated naviga-
tion algorithm, the system dynamic model defined in the G-
frame is necessary. The three differential equations for the G-
frame are given below [8].

The attitude error equation is expressed by

.G

d =—wf x ¢+ 0w — Cyowh,. (7
The velocity error equation is expressed by
59 =f x ¢% +v9 x (20wf + dwTy)
— (2w§ +w) x 9+ CFof”. (8)
The position error 0% is expressed by
5C¢ = —[09%] C?. 9)

According to 6CS = é'f — €Y and equation (9), 8¢ can be
written as
6°=[0f of o]

—CoSo —sino

_ —sino coso oL (10)
—cososing  —sin’c dOAcosL |’
tanL tanL
The position error equation is given by
e
0" = —wi x 09 +dwg (1)
oh = v, (12)
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navigation Kalman filter algorithm n ; n

avigation fafman fiffer algo = —[pL6x]CC,—C " XIC; (17)

3.1 Transformation relationship of the error state and its
covariance matrix between the local-level geographical
frame and the grid frame

The error states of the Kalman filter are related to the nav-
igation coordinate frame, which must be defined in a certain
coordinate frame. The airborne SINS/GNSS integrated navig-
ation system usually uses a local-level geographical frame as
the navigation coordinate frame at low and middle latitudes,
and uses the grid frame as the navigation coordinate frame
at high latitudes. Hence, it is necessary to define proper error
states in the respective frame. Once the navigation coordin-
ate frame changes, the error state must be smoothly trans-
formed between the different frames in addition to the navig-
ation parameters. Note that the error state covariance matrix,
especially its nondiagonal elements, is also needed to convert
to the proper frame.
The error state at low and middle latitudes is expressed by

By, OV, OV, OV, OL, 6N, Oh, 2,68 el

ax7y7

x" (1) = [P, dn

X Vi’,v;”v’;]? (13)

At high latitudes, the integrated navigation Kalman filter

is designed in the G-frame. Correspondingly, the error state
should defined as

xO(1) = (68, 05, 6%, Ve, v, 6vE,

x 0F,05,0h,e0.eb.e2 Vo Vh VT (14)
where 89 and 6§ are the first two components of . The third
component of 8, i.e. §5, can be expressed by 09 and 5. From

equation (10), 08 can be rewritten as

5- (2% ][ %]

Hence, 0% does not need be a error state of the filter.

Then, the transformation relationship of the error state
and the covariance matrix need to be deduced. Comparing
equations (13) and (14), it can be found that the error states that
remain unchanged before and after the navigation coordinate
frame changes are the bias of the gyroscope € and the acceler-
ometer V. Therefore, it is sufficient to establish a transform-
ation relationship between the attitude error ¢, the velocity
error ¢v and the position error Jp.

The transformation relationship between the attitude error
¢" and ¢ is deduced as follows:

According to the definition of 6C,

sino

15
tanL (15

5Cy =~ [¢p9x] CY (16)

and from equation Cj = CSC}, 6C§ can be expressed as

where ¢%; is the error angle vector of CY, which is defined
as

5€0 =¢Y 0= [plsx] CS

G=[0 0 —do " (18)

From equation (1), do can be expressed as
S — sin009sacosL5L+ 1- co§2acoszL6A' (19)

sinL sinL
Substituting for (5C,? from equation (1), ¢¢ can be
described as

¢° =Cjd" + - (20)

The transformation relationship between the velocity error
ov" and 6v¢ is deduced as follows:

v = CCov" + 6CEV"

=CI6v"— [ x| Cov". 1)

From equation (10), the position error can be written as

93 —coso —sinocosL 0 oL
05 | = | —sinoc cosocosL 0 SA (22)
sh 0 0 1] | on

To sum up, the transformation relationship between the sys-
tem error state x"(¢) and x©(z) is as follows:

xC(1) = ®x"(1) (23)

where ® is determined by equations (20)—(22)

CC 033 @, O35 053
053 C¢ D, 0343 0343
®=| 0343 033 P, O3 0353
O3x3 Os3x3 O3x3 I3xs Osx3
O3x3 O3x3 Os3x3 O3xz I3
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Table 1. Open-loop Kalman filter algorithm.

Without covariance transformation

With covariance transformation

Initial state bV Ce, h, P X"

b V", Ce, b, P, X"

~G i
Navigation parameter conversion C; = (I—l— [(1),?6 X} ) CS(I+[¢"x])Ch ci=clc
G __ ~G.n
v = (I—|— [tﬁfoDCf(v"—&—év”) =Gy
G cl=cic
¢ = (1+[ofex]) cla+oxnc
h=h+6h
Error state conversion x% = 01541 x0 = ®x"
Covariance conversion Pé=p" PC =®p'®T
|
0 0 0
| 0 0 0
®,= — | cosLcosAsinocoso+ cosLsinAsinocoso— 27
) 5 5 ) —cos“Lsinocoso
(cos’Leos?o — 1) (cos’Leos?o — 1) SinL
sinLcosL sinLcosL
[
[0 =G G GNSS. Hence, it can be used to improve the anti-jamming cap-
P, = Ve 0 ¢ |, ability of polar navigation. The error state of the closed-loop
- W 0 Kalman filter algorithm is fed back every iteration, which can
B keep the Kalman filter states small, minimizing the effect of
[ —cosoc —sinocosL 0 nonlinearity. The closed-loop Kalman filter is especially suit-
.= | —sinoc cosocosl O able for the low-cost SINS, for example microelectromechan-
| O 0 1 ical systems-based integrated navigation systems.

The transformation relationship of the covariance matrix is
as follows:

Pc(ﬂzzlf{(ic(ﬁ-—xc(0> (~G<a-x6(o)T}
—E{®# () ~%" (1) (& () —x" (1)) @" }

=B {(# (1) —x" () (@ (1) —x"(1)" } T

=oP' (1 ®". (24)
When the aircraft flies out of the polar region, x° and P°
are converted to x"” and P", which can be described as

x"(1) =& 'x%(1)

. 25
P(n=a""'P°(r)® " *)

3.2. Navigation coordinate frame switching process in
open-loop and closed-loop Kalman fiters

The Kalman filter-based integrated navigation algorithm can
be implemented with the form of an open loop or a closed loop,
which are applicable to different scenarios. The open-loop
Kalman filter algorithm does not need corrective feedback
operation, and can maintain the independence of SINS and

The open-loop Kalman filter algorithm includes a predic-
ation update and a measurement update, but it does not have
feedback loop. Hence, its error state is not a zero vector and
the error state updates step by step according to the system pre-
diction model. When the navigation coordinate frame is con-
verting, the error state must be transformed simultaneously.
Otherwise, the error state estimation of an open-loop Kal-
man filter will present a transient overshoot, and the naviga-
tion accuracy will decrease significantly. Similarly, the cov-
ariance matrix must be also be transformed at the same time.
The transformation relationships are shown by equation (23).
To sum up, when the carrier enters or leaves the polar region,
the error state and covariance matrix should be transformed
based on the transformation matrix ® in addition to the well-
known navigation parameters conversion process. The open-
loop Kalman filter switching process from the local-level geo-
graphical frame to the grid frame is shown in the table 1. The
inverse process is similar.

This paper adopts the scheme of feedback correction when
NG

C

covariance transformation is not used. In table 1, Cf, f}G, .
and h represent the attitude, velocity and position with feed-
back correction, respectively.

For the closed-loop Kalamn filter, the error state is a zero
vector at the beginning of the navigation coordinate frame
conversion due to real-time feedback. Hence, the error state
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Table 2. Closed-loop Kalman filter algorithm.

Without covariance transformation

With covariance transformation

Initial state

" n " i
V', Coy b, P X" = 01541

Cp. V", Cy, h, P, x" = 0154

G G n G G i
¢, =C/C, C, =C,C
Navigation parameter conversion ve =% Ve = oy
G G in G G
C;, =¢C,C, C. =C,C
. G _ G _
Error state conversion x7 =054 x” = 01541
: : G _ G _ T
Covariance conversion pP"=pP" P" =®P"'®

does not need to be transformed. Besides the transformation of
the navigation parameters, it is only necessary to transform the
covariance matrix P by the constructed transformation matrix
®. As a contrast, during the traditional switching process, only
the velocity, position and attitude are transformed to the grid
frame, the covariance matrix is not transformed. Hence, the
Kalman filter state estimation presents overshoot.

The closed-loop Kalman filter switching process from the
local-level geographical frame to the grid frame is shown in
table 2. The inverse process is similar.

4. Experimental results and discussions

To verify the effectiveness of the proposed method, flight
experiments with airborne RSINS/GNSS were conducted.
RSINS with a ring laser gyroscope adopts single-axis rota-
tion modulation. The single-axis rotation around the azimuth
axis can modulate the constant drift error of the gyroscope
and accelerometer perpendicular to the rotation axis. Hence,
it can improve navigational accuracy in long-endurance iner-
tial navigation. The ring laser gyro bias stability is less than
0.003° h™!. The accelerometer bias stability is less than 20 pg.
The GNSS positioning error is less than 10 m, which is used
as the position reference. The update frequency of the gyro
and accelerometer is 200 Hz while the update frequency of
the GNSS is 1 Hz. Experiments are carried out at 31.1° N.
Firstly, multiposition alignment is used to improve alignment
accuracy, and the alignment time is about 2 h. Then, the air-
craft takes off, and the experimental data are saved for off-
line analysis. During the experiment, the navigation coordin-
ate frame is the local-level geographic frame in the first hour.
After that, the navigation coordinate frame is changed to the
grid frame until the end of the flight. In this way, the scenario
in which the carrier enters and leaves the polar region can be
simulated.

Since the flight experiments are carried out at middle lat-
itudes, the integrated navigation results based on the local-
level geographic frame without navigation coordinate frame
conversion are highly accurate, and can be used as a ref-
erence to evaluate the accuracy of the proposed method.
In order to unify the comparison benchmark, all navigation
parameters are transformed to the local-level geographic frame
for convenience.

Table 3. Direct switching in the open-loop Kalman filter algorithm.

Initial state s V', Co, P x"
Navigation parameter conversion cy=cscy

vG = CSy"

C =CC
Error state conversion x0=x"
Covariance conversion P =p"

Directly switching
50 T . . | maainm Covariance transformation
E o [\ 4
=
2
& -50r
-
@ 100
o -
-150 .
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200 . . . . . .
E o I\ |
=
o
=
o -200 - ]
£
E 400 - ]
=z
-600 4 " L L s A
0 10 20 30 40 50 60 70
time/min

Figure 2. The relative error of position.

4.1 Flight test based on the open-loop Kalman fiter

In the open-loop filter, when converting the navigation
coordinate frame, the simplest way is direct switching, the
process of which is shown in table 3. Unlike the conversion
method mentioned in table 1, the direct conversion process
has no feedback. The results of the direct switching method
are compared with the results of the single north-oriented geo-
graphic frame, which are shown in figures 2-5.

As shown in figures 2-5, the direct switching method brings
a great switching error. The relative position error reaches
427 m. The relative yaw error is 1.2’. The maximum bias
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Figure 4. The relative error of gyro bias estimation.

error of the gyroscope and accelerometer reach 0.043° h™! and
58 ug, respectively. Ignoring the difference between x¢ and
x" causes great relative error. As the error state accumulates
in a single coordinate frame, the switching error will become
larger.

In order to ensure consistency of navigation, we adopt the
scheme of feeding back the error state estimation to the nav-
igation parameters and resetting it to zero before coordinate
frame conversion, then transforming the navigation paramet-
ers to the grid frame. The process is listed in table 1. Note that
the covariance matrix is not yet transformed. Compared with
the scheme using covariance matrix transformation, the results
are shown in figures 6-9.

As shown in figure 6, the relative position error is 0.9 m
without covariance transformation. The integrated naviga-
tion result with covariance transformation shows better sta-
bility and a smaller relative position error of 0.24 m. As

0 10 20 30 40 50 60 70
time/min

Figure 5. The relative error of accelerometer bias estimation.

shown in figure 7, the relative yaw error is the largest, and
reaches 1.47’ without covariance transformation. The integ-
rated navigation result with covariance transformation had a
smaller relative yaw error of 0.22’. In addition, there is a
sawtooth error in the roll angle and pitch angle, which is
caused by periodic rotation modulation around the azimuth.
Figure 8 shows that the maximum bias error of the gyro-
scope with and without covariance transformation can reach
0.0004° h™! and 0.013° h™!, respectively. As shown in figure 9,
the maximum bias error of the accelerometer with and without
covariance transformation reaches 0.21 pg and 2.28 pg,
respectively.

Compared with direct switching, the feedback process can
reduce the error state estimation error to some extent. But
the navigation results still show error fluctuations due to the
neglect of transformation of the covariance matrix P. As a
comparison, the covariance transformation method ensures
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Figure 6. The relative error of position.
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Figure 7. The relative error of attitude.

the consistency and continuity of filter state estimation before
and after coordinate frame conversion, and reduces the error
caused by navigation coordinate frame conversion.

In order to make our conclusion more convincing, the open-
loop filter experiments were carried out six times. The root
mean square (RMS) not only reflects the amplitude of the
oscillation, but also relates to the time of the oscillation. The
RMS of the relative error data within 1 h after navigation frame
conversion is shown in tables 4 and 5.

As shown in figure 10, the relative position error is 1.8 m
without covariance transformation, which is almost equal to
the relative position error with covariance transformation. Due
to the GNSS position and velocity being used as measure-
ments and the real-time feedback, the covariance transform-
ation has less effect on the reduction of relative position error.
As shown in figure 11, the relative yaw error reaches 0.79
without covariance transformation. The integrated navigation

result with covariance transformation has a smaller relative
yaw error of 0.28’. Figure 12 shows that the maximum bias
error of the gyroscope with and without covariance trans-
formation reaches 0.001° h™! and 0.009° h™!, respectively. As
shown in figure 13, the maximum bias error of the acceler-
ometer with and without covariance transformation reaches
0.67 pg and 2.34 pg, respectively.

As shown in tables 4 and 5, the covariance transformation
method can reduce the error caused by conversion of the nav-
igation coordinate frame by at least 50%.

4.2. Flight test based on the closed-loop Kalman fiter

As shown in table 2, in the case of the closed-loop filter, the
error state is a zero vector at the beginning of conversion of
the navigation coordinate frame due to real-time feedback. It
is only necessary to transform the covariance matrix P by the
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Figure 9. The relative error of accelerometer bias estimation.

Table 4. RMS of state estimation relative error with covariance transformation.

Velocity Gyro bias Accelerometer
Number Attitude error (') error (ms~')  Position error (m) error (° h™") bias error (1Lg)
1 0.16 0.004 0.12 0.00024 0.10
2 0.17 0.003 0.10 0.00008 0.10
3 0.02 0.002 0.09 0.00005 0.03
4 0.08 0.002 0.08 0.00002 0.02
5 0.04 0.001 0.06 0.00003 0.03
6 0.07 0.002 0.08 0.00003 0.05
Average 0.09 0.002 0.09 0.00008 0.05

constructed transformation matrix ®. The integrated naviga- error of the navigation results based on the closed-loop Kal-
tion results based on the local-level geographic frame without man filter are shown in figures 10—13.

navigation coordinate frame conversion are used as reference Consistent with the open-loop filter experiments, the
to evaluate the accuracy of the proposed method. The relative  closed-loop filter experiments were carried out six times. The
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Table 5. RMS of state estimation error without covariance transformation.

Velocity Gyro bias Accelerometer
Number Attitude error (') error (ms™ ') Position error (m) error (° h™) bias error (1g)
1 1.10 0.015 0.30 0.01135 1.72
2 0.26 0.005 0.14 0.00152 0.44
3 0.23 0.003 0.11 0.00218 0.19
4 0.12 0.004 0.21 0.00111 0.40
5 0.22 0.002 0.07 0.00199 0.17
6 0.24 0.002 0.09 0.00133 0.48
Average 0.36 0.005 0.15 0.00325 0.57
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Figure 11. The relative error of attitude.
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Figure 13. The relative error of accelerometer bias estimation.

Table 6. RMS of state estimation error with covariance transformation.

Velocity Gyro bias Accelerometer
Number Attitude error (') error (ms™')  Position error (m) error (° h™") bias error (pLg)
1 0.13 0.018 0.70 0.00101 0.44
2 0.04 0.017 0.63 0.00022 0.21
3 0.05 0.018 1.11 0.00053 0.16
4 0.04 0.021 0.97 0.00036 0.20
5 0.06 0.019 0.85 0.00062 0.28
6 0.05 0.020 0.93 0.00042 0.49
Average 0.06 0.019 0.87 0.00053 0.29

1
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Table 7 RMS of state estimation error without covariance transformation.

Velocity Gyro bias Accelerometer
Number Attitude error (') error (ms™ 1) Position error (m) error (° h™) bias error (1g)
1 0.55 0.019 0.68 0.00802 1.75
2 0.17 0.017 0.63 0.00180 0.39
3 0.21 0.018 1.12 0.00222 0.17
4 0.11 0.021 0.99 0.00102 0.33
5 0.19 0.019 0.85 0.00206 0.40
6 0.18 0.020 0.94 0.00136 0.50
Average 0.24 0.019 0.87 0.00275 0.59

statistical results of the experiments are shown in tables 6
and 7.

As shown in tables 6 and 7, except for velocity error and
position error, the error caused by switching the navigation
coordinate frame will be reduced by at least 50% through the
covariance transformation method.

5. Conclusion

In order to solve the problem of the integrated navigation Kal-
man filter overshoot and error discontinuity caused by coordin-
ate frame conversion, we proposed in this paper an all-earth
integrated navigation algorithm. The proposed method takes
the grid frame and the local-level geographic frame as an
example to derive the transformation relationship of the error
state and the covariance matrix. The Kalman filter-based integ-
rated navigation algorithm is implemented in the form of an
open loop and a closed loop. We studied the application in
two situations. By comparing the results of the open-loop fil-
ter experiment and the closed-loop filter experiment, it was
found that the proposed covariance transformation method can
effectively reduce the state estimation error peak caused by
navigation coordinate frame conversion by more than 50%.
The effect is more obvious in the open-loop filter.

Generally, the covariance transformation method funda-
mentally solves the problem of filter overshoot and error
discontinuity caused by navigation coordinate frame conver-
sion, and improves the navigation accuracy when crossing the
polar region. The proposed method only needs a small soft-
ware adjustment, and hence is conducive to the existing air-
borne SINS upgrade. In addition, the covariance transform-
ation method is also applicable to other coordinate frame
conversions.
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