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ABSTRACT 
 

Now a days social media plays crucial role in allowing individuals to express their views. Based on 
their views find the information of different keywords/statements like sadness, happiness, teasing, 
harassment and abuse. Online abuse, a novel form of pestering, have become increasingly 
predominant in online groups in modern civilization. Detecting harassment is indeed a significant 
challenge. Several studies provide information on cyber harassment, but none of them offer a solid 
remedy. Several studies provide information on cyber harassment, but none of them offer a solid 
remedy. Due to this reason, multiple models can be practiced to recognize and block harassment-
related communications. We have utilized ensemble machine learning models to predict accurate 
results. The twitter dataset used for our research. We observe two models getting accuracy for 
RF+DT is 92% and SVM+LR is 93%. It is similar accuracy in individual models. So, there is no 
difference between Ensemble or individual model accuracy rate. 
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1. INTRODUCTION 
 
A collection of Web 2.0-based programmers 
called social media make it possible to create and 
share user generated content. These are all 
Internet-based applications. People may take use 
of social media to gain access to a wealth of 
knowledge, easy communication, etc. [1]. Cyber 
bullying is the term used to describe aggressive, 
deliberate acts committed by a person or group of 
individuals against a victim using digital 
communication channels like sending messages 
and leaving comments online [2]. 
 
Speech that is intended to stir up hatred for a 
specific group—a community, a religion, or a 
race—is referred to as hate speech. Worldwide 
increases in violence against minorities, such as 
lynchings, mass shootings, and ethnic cleansing, 
have been connected to hate speech on the 
Internet [3]. Simple word filters do not adequately 
address this issue, necessitating natural 
language processing that focuses on this 
symptom: What constitutes hate speech can 
be influenced by factors. The model is trained 
using the Tweeter dataset from Kaggle. We must 
initially use a single categorization algorithm to 
move further with these datasets. We utilized the 
0-1 predictor to determine if the text contains 
cyber bullying material or not [4]. This creates a 
binary space in which we can train our model and 
exclude out any grey possibilities. In order to 
properly classify data, it must first be cleaned of 
symbols, spacy tokenizer Addresses, mails, line 
breaks, spaces, digits, commas, separating, and 
individual characters [5]. Together with an incisive 
analysis of some published research on methods 
for detecting cyber bullying, this study offers a 
thorough and organized overview of robotic 
incitement identification and examines a few of 
the existing methodologies [6]. 
 
From Fig 1 shows the types of cyber harassment 
on user experience and Fig 2 shows the impact 
of cyber harassment on age diversity. 
 

Information on how to post a petition of bigotry 
on Facebook using an assistance from a deep 
neural convolutional network. With the help of 
machine learning algorithms, tweets containing 
hate speech have been found Utilizing the 
TensorFlow(tf) procedure, functionalities on 
Facebook have now been removed. The best ml 
model is SVM, however in a 4:1 sample used to 
evaluate trained predictions, it was capable of 

forecasting 53% of racial hatred messages [9]. 
[10] comprehensive analysis in newly 
implemented harassment on Facebook. 
Moreover, the significance of recognizing the 
numerous Facebook offenders is discussed. 
According to the Research report, there are a 
number of concrete measures that must be 
taken in order to construct a useful and 
successful software for detecting Online activity. 
I use characteristic types, ml models, and 
knowledge categorization and data logging. [11] 
proposes the process for achieving them identify 
& stop digital abuse-controlled ml techniques 
employing identified on Facebook. Inside this 
experiment, texts and sample sizes are compiled 
using the real time [11]. The suggested model 
evaluates SVM and Bayesian Network on the 
gathered data sets. Use the TFIDF vectorizer to 
delete a feature. The findings demonstrate the 
accuracy of a model for internet abuse 
constructed using Vector Assist. In comparison to 
Naïve Bayes classifier, the computer performs 
around 73.34% superior [12]. 
 

The following paper continue next section with 
proposed architecture. Section three discuss 
about results and analysis. Last section 
concludes the paper. 
 

2. PROPOSED ARCHITECTURE 
 
The following diagram provide the process of 
cyber harassment along with internal model. 
This is a sample diagram for social                          
media messages how internally reach to  
society. 
 
Although social networking sites and online chat 
services give users a place to share their skills 
and information, they are seldom used to 
threaten other users with cyber harassment, 
which makes it difficult to use these services. In 
this research, we created a strategy for 
supervised learning to identify cyber 
harassment. The logistic regression approach 
It's utilized to test a algorithm for ml on the 
Random subset and improve it, which has been 
gathered with features and labels. Online abuse/ 
bullying detection is a growing area of research 
that aims to automatically detect instances of 
cyberbullying in online interactions. These 
calculations are a widely used Stats model which 
can be applied to cyberbullying detection. The 
scope of cyberbullying detection using logistic 
regression is large and involves several stages 
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of Preparing the data, choosing the features, 
building the model, testing it, and deploying it: In 

this work, a message can be detected whether it 
is hating speech or not. 

 

 
 

Fig. 1. Types of cyber harassment user experience [7] 
 

 
 

Fig. 2. Impact of cyber harassment on age diversity [8] 
 

 
 

Fig. 3. The process for detecting online harassment along with its intention model 
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This proposed scheme is an early version of a 
cyberbullying detection system that can be 
attached to social networking sites to clearly 
detect and keep track of cyberbullying. Data 
collection: The program would gather 
information from websites and social 
networking sites like YouTube, Google, and 
Pinterest. Text, picture, and video data types 
are all possible. This collected data would be 
processed as follows: 

 
1. Pre-processing of data: The                

collected data will be cleaned, 
normalized, and pre- processed to 
remove irrelevant information and ensure 
that it is in a format suitable for analysis. 

2. Feature extraction: relevant features are 
extracted from the preprocessed data. 
These features may include linguistic 
features such as the use of profanity, 
hate speech, and aggressive language, 
and behavioral features such as the 
frequency and timing of online 
interactions. 

3. Feature selection: The most                    
relevant features are selected for  
training the logistic regression                     
model. In this step, the features that have 
the greatest impact on the outcome 
variable, i.e., whether an online 
interaction is cyberbullying or not, is 
identified. 

 

4. Model training: the logistic regression 
gathering all the necessary chosen by 
parameters is used to train the model. To 
discover the link between both the 
attribute values and the output vector, 
the computer must be trained. 

5. Evaluation of this model: the performance 
of the logistic regression model is 
evaluated using parameters including 
highest accuracy, recollection, & 
accuracy. These metrics 
help determine the effectiveness of the 
model in correctly identifying cases of 
cyber bullying. 

6. Deployment: once trained and evaluated, 
the logistic regression model can be 
deployed to identify cases of cyber 
bullying in real time. The model can be 
integrated into online platforms and social 
media networks to identify and flag cases 
of cyber bullying. 

 
The proposed system for detecting cyber 
bullying using logistic regression would 
include collecting and preprocessing 
data, extracting and selecting relevant 
features, training and evaluating the 
model, and using the model to detect 
cyber bullying cases. The system can be 
a valuable tool for preventing and 
mitigating the harmful effects of cyber 
bullying [9]. 

 
 

Fig. 4. Architecture model 



 
 
 
 

Sreevidya et al.; Asian J. Res. Com. Sci., vol. 17, no. 6, pp. 102-113, 2024; Article no.AJRCOS.115771 
 
 

 
106 

 

3. RESULTS AND ANALYSIS 
 

Creating algorithms and statistical models that 
enable computers to automatically learn from 
data and improve their performance on a 
particular activity without being explicitly taught is 
known as machine learning, and it is a subset of 
artificial intelligence. The ability to learn from 
examples and experience is what machine 
learning enables computers to do, which 
improves their ability to predict the future or take 
action in response to that knowledge. This is 
often done by training a model on a dataset. In 
this process, the model learns to recognize 
relationships and patterns in the data and then 
uses this understanding to predict or make 
decisions about brand-new, unseen data. 
Various machine learning applications such as 
fraud detection, autonomous driving, language 
comprehension, speech and image recognition, 
and recommendation systems utilize a diverse 
range of algorithms and methodologies to 
address increasingly intricate challenges in the 
field. 
 

3.1 Importing Necessary Libraries and 
Dataset 

 
Importing necessary libraries and upload 
dataset has been executed in the current 
project session. 
 
There is not much imbalance between different 
cyberbullying type. Other cyberbullying will be 
removed since it may cause a confusion for the 
models with other cyberbullying class [13]. 
 

3.2 Dataset Preprocessing 
 

Data preprocessing is a procedure of making the 
raw data and construction it appropriate for a 
machine learning model. It is the primary and 
vital step while making a machine learning 
model. 
 

3.2.1 Converting categories into numbers 
 

The parameters consider as input, converted into 
numbers. 
 

 
 

Fig. 5. Types of tweets 
 

 
 

Fig. 6. Sample tweets 
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Preprocessing: Tokenize sentences, change to 
lower case, Correct spelling, remove numbers, 
remove punctuation, remove stop words, 
normalize (Lemmatize or Lemmatization) 

 
3.2.2 Predefined functions for text cleaning 

 
In preprocessing context drop the few lines based 
on redundancy, missing values and abnormal 
values. 
 
3.2.3 Checking tweet duplicates 
 
There are around 1000 duplicates. We will 
remove them at the next cell. After removing 
duplicates, the  value counts  per sentiment  is 
shown  above. There  are  only a few  differences 

(350) on the sentiment with most text and the 
sentiment with least text so there is no major 
imbalance on the data. 
 
3.2.4 Checking tweet length 

 
Checking tweet length also play key role in this 
pre-processing for quick generating the results. 
The following Fig 7 shows the tweets count. 
 
We should place a condition for removing 
tweets with less than or equal 4 words and more 
than 100 words as they can be considered as 
outliers. The following Fig 9 before applying 
condition for remove tweets and Fig 10 after 
removing tweets based on condition. 

 

 
 

 
 

Fig. 7. Graph for tweets length checking 
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Fig. 8. Tweets length count based on user id (Before) 
 

 
 

Fig. 9. Tweets length count based on user id (After) 
 

3.3 Creating a Word Cloud 
 

Set the numbers based on user parameters. 
 

0- Religion 
1- Age 
2- Gender 
3- Ethnicity 
4- Cyberbullying 

 

3.3.1 Turning text into numbers 
 

Train test split of the data, after checking the 
training set, there are imbalance of data and it 
may cause a bias in training the model. 
Oversampling using SMOTE (synthetic minority 
oversampling) will be used to balance the train 
dataset. Now the training set is balanced and 
ready to be feed into the ml model. 
 

3.4 Model Training 
 
After data splitting into train and test, train the 
model based on data. 

3.5 ML Model Selecting and Prediction 
 
3.5.1 Model building 

 
Now, we are ready to build our                             
model for prediction, for that I made                    
function for model building and preforming 
prediction and measure its prediction                      
and accuracy score. The following Arguments 
are 

 
1. model => ML Model Object 
2. Feature Training Set data 
3. Feature Testing Set data 
4. Targeted Training Set data 
5. Targeted Testing Set data 

 
Let's make a dictionary for multiple models for 
bulk predictions Before, sending it to the 
prediction check the key and values to store its 
values in Data Frame. 
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3.5.2 Model implementing 
 

Now, Train the model one by one and                     
show the classification report of particular models 
wise. 
 
3.5.2.1 Logistic regression 

 
Logistic regression predicts the 93 percent 
accuracy rate. 
 
3.5.2.2 Random forest tree 
 
Random Forest Tree predicts the 92 percent 
accuracy rate. 
 
3.5.2.3 Decision tree 
 
Decision tree classifier predicts the 92 percent 
accuracy rate. 
 

3.5.2.4 Support vector machine 
 
Decision tree classifier predicts the 93 percent 
accuracy rate. 
 

3.6 Comparative Study 
 
In our research, we have to practice four 
machine learning algorithms. Among these 
algorithms focus on accuracy classification of 
data. SVM and Logistic Regression generate 
93 percentage and Decision Tree and random 
forest tree generate 92 percentage. 
 
A confusion matrix is a table used in machine 
learning and statistics to assess the presentation 
of a classification model. It showing the counts 
of true positive, true negative, false positive, and 
false negative predictions. The following 
confusion metrics graphs for different metrics. 

 

 
Fig. 10. Different types of tweets words 
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Table 1. Comparison of accuracy 
 

S. No. Name of the Classifier Accuracy Rate (%) 

1 Logistic regression 93 
2 Random Forest Tree 92 
3 Decision Tree 92 
4 Support Vector Machine 92 

 

 
 

 
 

 
 

 
 

Fig. 11. Confusion matrix for multiple metrics 
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3.7 Ensemble Models 
 

Ensemble learning is a technique of hybrid 
machine learning that improves accuracy and 
resilience in forecasting by merging predictions 
from different models. In ensemble learning 
two types of models practice for getting better 
accuracy. The two combinations are 
 

1. Decision Tree + Random Forest 
2. SVM + Logistic Regression 

 
3.7.1 Decision tree + random forest 
 
3.7.2 SVM + logistic regression 
 
If you observe these two models getting 
accuracy for RF+DT is 92% and SVM+LR is 
93%. It is similar accuracy in individual models. 

So, there is no difference between Ensemble 
or individual model accuracy rate [14]. 
 

4. CONCLUSION 
 
Online abuse is a novel kind of pestering, that 
latterly become more predominant as online 
groups. In modern civilization detect 
harassment as it true. Several studies provide 
information on cyber harassment, but none of 
them prevent for solid remedy. Due to this 
reason multiple models can be practice for 
recognize and block harassment related 
communications. We have used ensemble 
machine learning models to predict accurate 
result. The twitter dataset used for our research. 
We observe two models getting accuracy for 
RF+DT is 92% and SVM+LR is 93%. It is 
similar accuracy in individual models. So, there 
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is no difference between Ensemble or individual 
model accuracy rate. 
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